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Motivation

The purpose of this presentation is to shed some light on a family
of Banach spaces of (tempered) distributions, named

modulation spaces
Although these space are already “on the market” since 37 years
they became more popular more recently in the context of

time-frequency and Gabor analysis

One could compare the theory of modulation spaces with the
theory of classical function spaces in the sense of H. Triebel and
J. Peetre, e.g. the so-called Besov-Triebel-Lizorkin spaces.
These subspaces of S ′(Rd) (such as Bs

p,q(Rd), F s
p,q(Rd)) can be

characterized by means of the behaviour of CWT (continuous
wavelet transform) in terms of suitable weighted mixed-norm
Lebesgue spaces, or equivalent discrete conditions expressed by
good orthonormal wavelet bases. The connection has been
established in the context of coorbit spaces.
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Abstract

The key-point of this talk will be some exploration of function
spaces concepts arising from time-frequency analysis respectively
Gabor Analysis. Modulation spaces and Wiener amalgams have
proved to be indispensable tools in time-frequency analysis, but
also for the treatment of pseudo-differential operators or Fourier
integral operators.
Given the limited time we will concentrate on the spaces(
S0(Rd), ‖ · ‖S0

)
,
(
L2(Rd), ‖ · ‖2

)
and the dual space

(S ′0(Rd), ‖ · ‖S ′
0
) (the space of mild distributions), also known as

modulation spaces (M1(Rd), ‖ · ‖M1), (M2(Rd), ‖ · ‖M2(Rd )) and

(M∞(Rd), ‖ · ‖M∞) respectively.
This will be a bottom up talk, with applications coming first.
In this sense the talk is an experimental one, trying to test
modern tools, both mathematical tools and presentation tools.
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THE Banach Gelfand Triple
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More precisely, we will recall a short summary of the concepts of
Wiener amalgam spaces and modulation spaces, as well as the
concept of Banach Gelfand Triples, with the associated kernel
theorem (in the spirit of the L.Schwartz kernel theorem). We will
indicate in which sense these spaces allow to capture more precisely
the mapping properties of operators which may be unbounded in
the Hilbert space setting. The subfamily of translation and
modulation invariant spaces plays a specific role, with naturally
associated regularization operators involving smoothing by
convolution and localization by pointwise multiplication.

The presentation will be in the spirit of Conceptual Harmonic
Analysis, which is more than just the combination of Abstract
Harmonic Analysis and Numerical or Computational Harmonic
Analysis.
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The role of function spaces

So what is the motivation to use function spaces (and what are
function spaces). As a matter of convenience (and personal
conviction!) I am restricting my attention to (families of) Banach
spaces of (generalized) functions, because many of the interesting
topological vector spaces (e.g. those used for the definition of
ultra-distributions) can be based on the intersection of families of
Banach spaces and their topology can be obtained by the family of
(semi)norms which arise from these individual Banach spaces.
You may take the Schwartz space S(Rd) of rapidly decreasing
functions (with the usual family of seminorms) and you will find
that this space can also be viewed as the intersection of (Fourier
invariant) modulation spaces, the (Fourier invariant) so-called
Shubin classes

(
Qs(Rd), ‖ · ‖Qs

)
. The Fourier invariance of S(Rd)

thus follows easily, but on the other hand the invariance with
respect to differentiation is less obvious.
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The use of function spaces

Many of the “applications” of function spaces are in the
description of operators and their mapping properties. Typically the
scale of Sobolev spaces is suitable for the description of the
mapping properties of the Laplace operator f 7→ f ′′ (first) and
extending it to Rd .
As Yves Meyer once put it (in a conversation with the author):
Function spaces are only good for the description of operators, not
in order to study them by themselves!
At that time he had shown how wavelet expansions are a good way
to understand the mapping properties of Calderon-Zygmund
operators on the classical function spaces, namely the
Besov-Triebel-Lizorkin spaces, which include the Sobolev spaces.
I just had modulation spaces, and still very few results showing
that they are useful. This has changed meanwhile.
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General modulation spaces

Generally speaking we can descibe modulation spaces as those
Banach spaces of functions, or tempered or ultra-distributions
(over a LCA group) which are characterized by the properties of
their STFT-Fourier transform.
As the rules for the STFT imply some implicit smoothing
procedure (at least if the so called window functions (or Gabor
atom) g used for localization is well concentrated in the signal
domain and has itself a minimal form of smoothness (excluding the
boxcar function) it turns out that the choice of the window has
little influence on the overall decay properties (the global
behaviour) of the STFT of a given distribution.
For G = Rd one often uses g0(t) = exp(−π|t|2), the Gauss
function (often normalized in the L2-sense), which give analytic
functions over the complex plane (for d = 1, hence Rd × R̂d = C
with the usual identification), and we are discussing questions
concerning Fock spaces, sometimes providing optimal result.
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Generalized modulation spaces I

It was a surprise to me that the construction of modulation spaces,
i.e. of spaces which are described via the behaviour of the STFT of
a tempered distribution in some Banach space (Y , ‖ · ‖Y ) of
functions over R2d STILL MAKES SENSE (as pointed out in the
recent paper by Stevan Pilipovic, Bojan Prangovski, Pavel
Dimovski, and Jason Vindas) for such tensor product spaces.
In contrast to the very general abstract approach leaving to coorbit
spaces (Fei/Groch, 1989) there is no solidity for such spaces, i.e.
one does NOT have:

|F (x)| ≤ |G (x)| ⇒ ‖F‖Y ≤ ‖G‖Y .

These properties allow to show the independence of the definition
of modulation spaces from the particular (good) window.
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Generalized modulation spaces II

They define, via the STFT with respect to a Gaussian window:

MY = {f ∈ S ′(Rd),Vg (f ) ∈ Y }.

The crucial identity for an identification of some of these space is
relying on the adjoint mapping V ∗g , which has the property

V ∗g (φ⊗ ψ) = F(ψ) · (φ ∗ g).

Since g ∈ S(Rd) ⊂W (FL1
w , `

1
w )(Rd) for many (polynomial)

weight functions one has to make use of PC-CP mapping
properties of amalgam spaces in order to come up with an
identification of these new generalized modulation space.
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The key-players for time-frequency analysis

Time-shifts and Frequency shifts

Tx f (t) = f (t − x)

and x , ω, t ∈ Rd

Mωf (t) = e2πiω·t f (t) .

Behavior under Fourier transform

(Tx f )̂ = M−x f̂ (Mωf )̂ = Tω f̂

The Short-Time Fourier Transform

Vg f (λ) = 〈f ,MωTtg〉 = 〈f , π(λ)g〉 = 〈f , gλ〉, λ = (t, ω);

Hans G. Feichtinger, Univ. Vienna hans.feichtinger@univie.ac.at www.nuhag.eu see: TALKS at www.nuhag.eu/talksTime-Frequency Analysis and Suitable Function Spaces



Time-Frequency Analysis Benefits Shannon Theorem Kernel Thm.

A Typical Musical STFT

A typical piano spectrogram (Mozart), from digital recording
(realized with the help of the STX software, free download)
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A Musical STFT: Brahms, Cello
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A Musical STFT: Maria Callas
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A Musical STFT: Tenor: VINCERA!

Obtained via STX Software from ARI (Austrian Acad. Sci.)
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A Banach Space of Test Functions (Fei 1979)

A function in f ∈ L2(Rd) is in the subspace S0(Rd) if for some
non-zero g (called the “window”) in the Schwartz space S(Rd)

‖f ‖S0 := ‖Vg f ‖L1 =

∫∫
Rd×R̂d

|Vg f (x , ω)|dxdω <∞.

The space
(
S0(Rd), ‖ · ‖S0

)
is a Banach space, for any fixed,

non-zero g ∈ S0(Rd)), and different windows g define the same
space and equivalent norms. Since S0(Rd) contains the Schwartz
space S(Rd), any Schwartz function is suitable, but also
compactly supported functions having an integrable Fourier
transform (such as a trapezoidal or triangular function) are
suitable. It is convenient to use the Gaussian as a window.
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Basic properties of M1 = S0(Rd)

Lemma
L:basicSo

Let f ∈ S0(Rd), then the following holds:

(1) π(u, η)f ∈ S0(Rd) for (u, η) ∈ Rd × R̂d , and
‖π(u, η)f ‖S0 = ‖f ‖S0 .

(2) f̂ ∈ S0(Rd), and ‖f̂ ‖S0 = ‖f ‖S0 , ∀f ∈ S0 .

In fact,
(
S0(Rd), ‖ · ‖S0

)
is the smallest non-trivial Banach space

with this property, and therefore contained in any of the Lp-spaces
(and their Fourier images).
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Various Function Spaces

Abbildung: The usual Lebesgues space, the Fourier algebra, and
the Segal algebra S0(Rd) inside all these spaces
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Consequences and benefits

H. G. Feichtinger and W. Kozek.feko98
Quantization of TF lattice-invariant operators on elementary LCA groups.
In H. G. Feichtinger and T. Strohmer, editors, Gabor analysis and algorithms,
Appl. Numer. Harmon. Anal., pages 233–266. Birkhäuser, Boston, MA, 1998.

H. G. Feichtinger and G. Zimmermann.fezi98
A Banach space of test functions for Gabor analysis.
In H. G. Feichtinger and T. Strohmer, editors, Gabor Analysis and Algorithms:
Theory and Applications, Applied and Numerical Harmonic Analysis, pages
123–170. Birkhäuser Boston, 1998.

H. G. Feichtinger and K. Nowak.feno03
A first survey of Gabor multipliers.
In H. G. Feichtinger and T. Strohmer, editors, Advances in Gabor Analysis, Appl.
Numer. Harmon. Anal., pages 99–128. Birkhäuser, 2003.

H. G. Feichtinger and N. Kaiblinger.feka04
Varying the time-frequency lattice of Gabor frames.
Trans. Amer. Math. Soc., 356(5):2001–2023, 2004.
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Comparison with wavelets

If we quickly compare the situation that we have for wavelets and
for time-frequency or Gabor analysis, we can say:

1 For wavelets the CWT (continuous wavelet transform) is
defined on the affine group (“ax + b′′-group), which is
non-unimodular;

2 For the STFT one should consider the extension of the
projective representation π(z) = MsTt (TF-shift) to the
reduced Heisenberg group π(t, s, τ) = τMsTt , t, s ∈ Rd ,
which is unimodular and nilpotent. Usually this extended
representation is called the Schrödinger representation;

3 For the “ax+b” case one can discretize and can find ONBs for(
L2(Rd), ‖ · ‖2

)
of any quality (compact support and a given

degree of smoothness).
4 For the STFT case (in contradiction to the expectation of

D. Gabor from 1946) on cannot have an ONB even with a
modest amount of smoothness.
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What are the key questions

Let us just summarize the key questions of Gabor analysis:

1 Under which conditions can one expand “every function” (or
signal, or distribution) as an (infinite double) sum of
time-frequency shifted Gabor atoms (despite the fact that
such families cannot be an orthonormal basis for(
L2(Rd), ‖ · ‖2

)
): Gabor expansion of functions

2 Under which conditions (on the signal or on the Gabor
window) can one have a stable reconstruction of the signal
from the sampled STFT (the regular case covers sampling
along a lattice Λ C Rd × R̂d in phase space):
Signal reconstructions from sampled STFT.
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BANACH GELFAND TRIPLES: a new category

Definition

A triple, consisting of a Banach space (B, ‖ · ‖B), which is densely
embedded into some Hilbert space H, which in turn is contained in
B ′ is called a Banach Gelfand triple.

Definition

If (B1,H1,B
′
1) and (B2,H2,B

′
2) are Gelfand triples then a linear

operator T is called a [unitary] Gelfand triple isomorphism if

1 A is an isomorphism between B1 and B2.

2 A is [unitary] isomorphism between H1 and H2.

3 A extends to a weak∗ isomorphism as well as a norm-to-norm
continuous isomorphism between B ′1 and B ′2.
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A schematic description: the simplified setting

In our picture this simple means that the inner “kernel” is mapped
into the ”kernel”, the Hilbert space to the Hilbert space, and at
the outer level two types of continuity are valid (norm and w∗)!

Abbildung: The SO-Gelfand Triple: compare with the situation
Q ⊂ R ⊂ C

Hans G. Feichtinger, Univ. Vienna hans.feichtinger@univie.ac.at www.nuhag.eu see: TALKS at www.nuhag.eu/talksTime-Frequency Analysis and Suitable Function Spaces



Time-Frequency Analysis Benefits Shannon Theorem Kernel Thm.

Banach Gelfand Triple Morphism

Abbildung: Operators preserving three norms as well as
w∗-w∗-convergence.
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Regularizing Operators

Abbildung: Regularizing operators map S
′
0(Rd) into S0(Rd), in a

w∗-to-norm continuous fashion. They are exactly operators with operator
kernel (or Kohn-Nirenberg symbol) in S0(R2d).
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The prototypical examples over the torus

In principle every CONB (= complete orthonormal basis)
Ψ = (ψi )i∈I for a given Hilbert space H can be used to establish
such a unitary isomorphism, by choosing as B the space of
elements within H which have an absolutely convergent expansion,
i.e. satisfy

∑
i∈I |〈x , ψi 〉| <∞.

For the case of the Fourier system as CONB for H = L2([0, 1]), i.e.
the corresponding definition is already around since the times of
N. Wiener: A(T), the space of absolutely continuous Fourier series.
It is also not surprising in retrospect to see that the dual space
PM(T) = A(T)′ is space of pseudo-measures. One can extend the
classical Fourier transform to this space, and in fact interpret this
extended mapping, in conjunction with the classical Plancherel
theorem as the first unitary Banach Gelfand triple isomorphism,
between (A,L2,PM)(T) and (`1, `2, `∞)(Z).

Hans G. Feichtinger, Univ. Vienna hans.feichtinger@univie.ac.at www.nuhag.eu see: TALKS at www.nuhag.eu/talksTime-Frequency Analysis and Suitable Function Spaces



Time-Frequency Analysis Benefits Shannon Theorem Kernel Thm.

The Fourier transform as BGT automorphism

The Fourier transform F on Rd has the following properties:

1 F is an isomorphism from S0(Rd) to S0(R̂d),

2 F is a unitary map between L2(Rd) and L2(R̂d),

3 F is a weak* (and norm-to-norm) continuous bijection from
S ′0(Rd) onto S ′0(R̂d).

Furthermore, we have that Parseval’s formula

〈f , g〉 = 〈f̂ , ĝ〉 (1) parseval

is valid for (f , g) ∈ S0(Rd)× S ′0(Rd), and therefore on each level
of the Gelfand triple (S0,L

2,S ′0)(Rd).
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What are the positive facts I

Compared to wavelet theory where the “mother wavelet” has to
satisfy a certain admissibility condition, it looks as if the situation
was much better for STFT: In fact, one has for any Gabor atom
g ∈ L2(Rd) with ‖g‖L2 = 1 the isometric property for Vg , i.e.

‖Vg f ‖L2(R2d ) = ‖f ‖L2(Rd ) , f ∈ S0. (2) Vgsiom

Consequently we have V ∗g ◦ Vg = IdL2(Rd ), i.e. the adjoint operator
is the inverse to Vg : f 7→ Vg f on the range of Vg .
But one can even show that Vg maps S0(Rd) into S0(R2d) and
therefore V ∗g extends to a bounded linear mapping from S ′0(Rd)

into S ′0(Rd), which is w∗-w∗-continuous. Since V ∗g (δz) = π(z)g ,

one can even derive V ∗g (Mb(R2d)) subsetS0(Rd).
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What are the positive facts II

Theorem

For normalized Gabor atoms the STFT f 7→ Vg f is an isometric
embedding of

(
L2(Rd), ‖ · ‖2

)
into

(
L2(R2d), ‖ · ‖2

)
. This implies

the continuous reconstruction formula (using the adjoint operator):

f = V ∗g (Vg f ) =

∫
R2d

Vg f (λ)π(λ)g ,

to be understood in the weak sense!
But it is also a non-expanding mapping from

(
L2(Rd), ‖ · ‖2

)
into(

C0(R2d), ‖ · ‖∞
)
. Hence the range space Vg (L2(Rd)) is a

reproducing kernel Hilbert space.
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Mild distributions I

Since S(Rd) ↪→
(
S0(Rd), ‖ · ‖S0

)
as a dense subspace the dual

space (S ′0(Rd), ‖ · ‖S ′
0
) can be viewed as a subspace of tempered

distributions. We call the elements of S ′0(Rd) (the same as the
modulation space (M∞(Rd), ‖ · ‖M∞)) the space of mild
distributions. The STFT with respect to a Gaussian window is still
defined via Vg (σ)(λ) = σ(π(z)g), and we have:
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Mild distributions II

Lemma
SOPinScPRd

A tempered distribution σ ∈ S ′(Rd) belongs to S ′0(Rd) if and only
if it has a spectrogram Vg (σ) in

(
Cb(Rd), ‖ · ‖∞

)
(resp.(

L∞(Rd), ‖ · ‖∞
)
).

Norm convergence in (S ′0(Rd), ‖ · ‖S ′
0
) corresponds to uniform

convergence, and a sequence (σn) is w∗convergent to σ0 if and
only if

Vg (σn)(z)→ Vg (σ0)(z), uniformly over compact subsets ofRd × R̂d .

Obviously (S ′0(Rd), ‖ · ‖S ′
0
) is invariant under the extended Fourier

transform, defined via σ̂(f ) = σ(f̂ ), f ∈ S0.
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Question: But if we restrict the STFT to some lattice, say
Λ = aZ× bZC R× R̂, can we assume that the (analysis or
sampling) mapping

f 7→ Vg f |Λ = (Vg f (λ))λ∈Λ (3) Vgfsamp

which obviously maps
(
L2(Rd), ‖ · ‖2

)
into (co(Λ), ‖ · ‖∞), is also

a bounded mapping into (`2(Λ), ‖ · ‖`2(Λ))? The answer is simply
negative.
NOT every f ∈ L2(Rd) generates a Bessel family of the form
(π(λ)g)λ∈Λ.
Equivalently, due to an adjointness relation, the synthesis mapping

(cλ)λ∈Λ 7→
∑
λ∈Λ

cλπ(λ)g (4) gabsynmap1

is not bounded for an arbitrary g ∈ L2(Rd).
There are two ways out:
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Either one restricts that Gabor atom, i.e. one assumes that
both the analysis and synthesis window belong to(
S0(Rd), ‖ · ‖S0

)
. Then both the analysis mapping

f 7→ (Vg f (λ))λ∈Λ and the synthesis mapping (4) are bounded
mappings between the Hilbert spaces

(
L2(Rd), ‖ · ‖2

)
and

(`2(Λ), ‖ · ‖`2(Λ)). In other words, the family (gλ)λ∈Λ is Bessel

family (for any lattice Λ C Rd × R̂d !);
Furthermore, the combined mapping:

f 7→ Sg ,Λ :=
∑
λ∈Λ

〈f , gλ〉gλ (5) gabframdef03

is a bounded operator on
(
L2(Rd), ‖ · ‖2

)
for any g ∈ S0(Rd).
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Alternatively, one can restrict the domain of the analysis
mapping to

(
S0(Rd), ‖ · ‖S0

)
and thus observe that the

analysis mapping is bounded from
(
S0(Rd), ‖ · ‖S0

)
to

(`2(Λ), ‖ · ‖`2(Λ)). On the other hand (by another adjointness

argument) the synthesis mapping maps `2(Λ) back into
(S ′0(Rd), ‖ · ‖S ′

0
) (in a bounded way). Thus one can still

describe the Gabor (pre)frame operator Sg ,Λ as a bounded
linear operator from

(
S0(Rd), ‖ · ‖S0

)
to (S ′0(Rd), ‖ · ‖S ′

0
).

Either way it is not difficult to verify that Sg ,Λ commutes with any
π(λ), λ∈Λ.
Such considerations imply also that the mapping from
g → Sg ,Λ ∈ L(L2(Rd),L2(Rd)) is continuous from(
S0(Rd), ‖ · ‖S0

)
into the space of bounded linear operators on(

L2(Rd), ‖ · ‖2

)
. In particular (due to the continuity of inversion of

operators in this Banach algebra of operators) similar windows g in
S0(Rd) have similar dual windows (for fixed Λ).
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The dependence of Sg ,Λ on the lattice (parameters) is not
continuous in the operator norm sense, but in the sense of the
strong operator topology, i.e.

Λn → Λ0 ⇒ Sg ,Λn(f )→ Sg ,Λ0(f ), ∀f ∈ S0.

Hence it is not obvious (but a valid) statement that one has
according to a joint paper with N. Kaiblinger

g̃n = S−1
g ,Λn

(g) → S−1
g ,Λ0

(g) = g̃0.

see: H. G. Feichtinger and N. Kaiblinger. Varying the
time-frequency lattice of Gabor frames.
Trans. Amer. Math. Soc., 356(5):2001–2023, 2004.
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Articles concerning S0(Rd)

H. G. Feichtinger.fe81-2
On a new Segal algebra.
Monatsh. Math., 92:269–289, 1981.

M. S. Jarisen.ja18
On a (no longer) New Segal Algebra: a review of the Feichtinger algebra.
J. Fourier Anal. Appl., 24(6):1579–1660, 2018.

H. G. Feichtinger and M. S. Jakobsen.feja20
Distribution theory by Riemann integrals.
Mathematical Modelling, Optimization, Analytic and Numerical Solutions, pages
33–76, 2020.

H. G. Feichtinger and M. S. Jakobsen.feja18
The inner kernel theorem for a certain Segal algebra.
2018.

K. Gröochenig.gr01
Foundations of Time-Frequency Analysis.
Appl. Numer. Harmon. Anal. Birkhäuser, Boston, MA, 2001.
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Poisson’s Formula

One of the key results in Fourier Analysis is Poisson’s formula,
usually presented in the form

Theorem
PoissonR ∑

k∈Z
f (k) =

∑
n∈Z

f̂ (n), ∀f ∈ S0 (6) PoissonForm

Using the standard conventions to write tt =
∑

k∈Zd δk and the
definition of the extended Fourier transform on S ′0(Rd), via
σ̂(f ) = σ(f̂ ), f ∈ S0, this is equivalent to the statement

F(tt) = tt. (7) FTDiraccomb

Using dilations one obtains corresponding formulas for Dirac combs
over general lattices Λ C Rd .
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ShannonLinAlg1

shanndem4.pdf

−200 −100 0 100 200
−0.1

−0.05

0

0.05

0.1

bandlimited signal: max.fr = 14

−200 −100 0 100 200

−0.2

−0.1

0

0.1

0.2

0.3
 (unitary) FFT−1 

−200 −100 0 100 200
−0.1

−0.05

0

0.05

0.1

sampled signal: sampling rate 10

−200 −100 0 100 200

−0.02

−0.01

0

0.01

0.02

0.03
cutting out in a smooth way

Abbildung: If there is a bit of oversampling, i.e. the s Dirac comb used for
sampling is a bit more fine than the minimal requirement (Nyquist
criterion) then one has more freedom in the choice of ĝ .
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Shannlocal1
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Abbildung: shannondem2C.pdf:
Showing the individual contributions of the well-localized version for the
reconstruction of the real part of the signal.
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Shannon Theorem: L1-version

Theorem
ShannonSO1

Given a compact set Ω ⊂ R̂d , and some lattice Λ C Rd with the
property that the Λ⊥-translates of Ω are pairwise disjoint, then one
can recover any f ∈ L1(Rd) with supp(f̂ ) ⊂ Ω (thus in fact
f ∈ S0(Rd)) from the Λ-samples of f by the series expansion

f (t) =
∑
λ∈Λ

f (λ)g(t − λ), (8) ShannonrecSO

with convergence in
(
S0(Rd), ‖ · ‖S0

)
, in particular absolutely in(

C0(Rd), ‖ · ‖∞
)
, hence absolutely pointwise for every t ∈ Rd and

uniformly, for any g ∈ S0(Rd) with ĝ(ω) ≡ 1 for ω ∈ Ω and
supp(ĝ) ∩ λ⊥ + Ω for any λ⊥ ∈ Λ⊥, λ⊥ 6= 0.
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Shann2dim

The general situation is described by the following picture:

periodOmega2a.pdf −60 −40 −20 0 20 40 60
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2D periodization of Omega

Abbildung: periodOmega2a.pdf: disjoint subsets of the fundamental
domain along some lattice Λ.
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The DFT/FFT as a special case

The extended Fourier transform S ′0(Rd)→ S ′0(Rd) can also be
applied to periodic and discrete signals (engineering terminology),
which coincides with the DFT/FFT:

DiracCombs2.pdf
-0.2
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1

1.2
the periodic function as sum of Dirac combs

10 20 30 40 50 60 70

Abbildung: A periodic, discrete measure as a sum of Dirac combs.
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Regularization of mild distributions

Note that W (FL1, `∞)(Rd) is the space of pointwise multipliers of(
S0(Rd), ‖ · ‖S0

)
, and hence the corollary implies

(S ′0(Rd) ∗ S0(Rd)) · S0(Rd) ⊂ S0(Rd), (9) SOPconvSOmSO

and the same relationship, on the Fourier transform side reads:

(S ′0(Rd) · S0(Rd)) ∗ S0(Rd) ⊂ S0(Rd). (10) SOPmSOconvSO

In this way one can show that S0(Rd) is w∗-dense in S ′0(Rd),
which means, that the spectrogram of σ ∈ S ′0(Rd) can be
pointwise (uniformly over compact sets) be approximated by
corresponding spectrograms of approximating test functions.
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Approximation by discrete, periodic measures

The following theorem implies that a function f ∈ S0(Rd) can be
approximately recovered from regular samples:

Theorem
quasintSORd

Assume that Ψ = (Tkψ)k∈Zd defines a BUPU in FL1(Rd) and
write DρΨ for the family Dρ(Tkψ) = (TαkDρ∆)k∈Zd , with
α = 1/ρ→ 0. Then |DρΨ| ≤ rα→ 0 for α→ 0, and

‖f − αd
∑
k∈Zd

f (αk)Tαk Stα ψ‖S0 → 0, for α→ 0,∀f ∈ S0.

(11) SODeltaconv
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discrete approximation of FT I

Lemma
sampperFT

Given f ∈ S0(Rd) we have ν := f · tt =
∑

k∈Z h(k)δk ∈Md(R).
It has a Fourier transform which is a Z-periodic function, as it can
be described as tt ∗ f̂ :

F(f · tt) = f̂ ∗ tt, f ∈ S0. (12) shahconvmult
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In a similar way the periodized version of f is a periodic function
whose Fourier coefficients are just the samples of f̂ :

F(f ∗ tt) = f̂ · tt, f ∈ S0. (13) shahmultconv

For positive values a, b, with a = N · b and c = 1/b, d = 1/a we
have, up to the constant C = Ca,b,c,d , for every f ∈ S0:

F [tta ∗ (ttb · f )] = C · [ttd · (ttc ∗ f )] = C · [ttc ∗ (ttd · f̂ )].
(14) sampperF

But for sufficiently large values of a and sufficiently small b = a/N
one can recover f approximately from these versions. In this way
one can demonstrate that f̂ can be approximately computed via
FFTs.
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Kernel Theorems I

The so-called Kernel Theorem for S0-spaces allows to establish a
number of further unitary BGTr-isomorphism. It involves certain
types of operators, their (integral) kernels, but also their
representation as pseudo-differential operators, via the Weyl or
Kohn-Nirenberg symbol, or (important for applications in mobile
communication) their spreading distribution.
These situations allow to make use of the general principles. In
order to understand the transformation one can start from the core
spaces, where the analogy with the finite dimensional case is valid
in a very natural sense, e.g. if one has K (x , y) ∈ S0(R2d), then
redK (x , y) = T (δy )(x), in analogy to the matrices

an,k = [T (ek)]n.

The Hilbert space case of the well-known characterization
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Kernel Theorems II

Theorem
SOkernthm1

There is a unitary BGTr isomorphism between (S0,L
2,S ′0)(R2d)

and
(
L(S ′0,S0),HS ,L(S0,S

′
0)
)
(Rd), which is a unitary mapping

between
(
L2(R2d), ‖ · ‖2

)
and

(
HS , ‖ · ‖HS

)
, with

〈T1,T2〉HS = trace(T1 ◦ T ∗2 ).

Alternative unitary BGTr describe operators via Kohn-Nirenberg
symbol resp. their spreading representation, such as T ∈ L(S ′0,S0):

T =

∫
Rd×R̂d

H(λ)π(λ), H ∈ S0(R2d).

H. G. Feichtinger and W. Kozek.
Quantization of TF lattice-invariant operators on elementary LCA groups.
Gabor Book 1998.
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Wilson Bases

For the case G = Rd one can derive the kernel theorem also from
the description of operators mapping `1 to `∞ or vice versa (in a
w∗-to-norm continuous way).
The key is the fact, that local Fourier basis, but in particular the
so-called Wilson bases are suitable for modulation spaces. In our
situation we can formulat the following

Theorem
WilsBGTr

Any ON Wilson basis (obtained by a smart pairwise recombination
of the elements of a tight Gabor frame of redundancy 2) establishes
a unitary BGTr between (S0,L

2,S ′0)(Rd) and (`1, `2, `∞).

H. G. Feichtinger, K. Gröchenig, and D. F. Walnut.
Wilson bases and modulation spaces.
Math. Nachr., 155:7–17, 1992.
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Multiplier problems I

In engineering the consideration of TLIS (Translation invariant
linear systems) is of great importance. Using manipulations
involving the Dirac measure it is “derived” that any such operator
T is of the form T (f ) = σ ∗ f , with σ = T (δ0), the so-called
impulse response, respectively F(T (f )) = σ̂ · f̂ , where σ̂ is called
the transfer function.
But except for case of BIBOS systems (bounded linear operators
on
(
C0(Rd), ‖ · ‖∞

)
) one may require more than just bounded

measures in order to obtain such a representation. For the case of
bounded linear mappings on

(
Lp(Rd), ‖ · ‖p

)
it suffices to work

with pseudo-measures σ ∈ FL∞(Rd).
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Multiplier problems II

For multipliers from
(
Lp(Rd), ‖ · ‖p

)
to
(
Lq(Rd), ‖ · ‖q

)
the

so-called quasi-measures are required, which turn out to be
continuous linear functionals FL1(Rd) ∩ Cc(Rd). But this space is
too big to allow a Fourier transform. Moreover it is not clear
whether δ0 is in the domain of the operator.
The fact that all the interesting spaces, e.g.

(
Lp(Rd), ‖ · ‖p

)
satisfy(

S0(Rd), ‖ · ‖S0

)
↪→
(
L
p(Rd), ‖ · ‖p

)
↪→ (S ′0(Rd), ‖ · ‖S ′

0
)

allows to make use of the following theorem:
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Multiplier problems III

Theorem
SOSOPmult

Given any translation invariant operator
T :

(
S0(Rd), ‖ · ‖S0

)
→ (S ′0(Rd), ‖ · ‖S ′

0
) one can show first that

T (S0(Rd)) ⊂ Cb(Rd), and from this it follows:
Any such operator is of the form

[T (f )](y) = σ ∗ f (y) = σ(Ty (f X)), y ∈ Rd , f ∈ S0.

Moreover, the operator norm of the convolution operator is
equivalent to the S ′0-norm of the convolution kernel σ. Clearly, one
has (equivalently)

T̂f = σ̂ · f̂ , f ∈ S0.
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Thank you and further links

Thank for your attention!

... and please think about application oriented analysis!

A number of talks by the speaker are found at

www.nuhag.eu/talks : access via visitor//nuhagtalks

Details on the course: see www.nuhag.eu/ETH20

Direct question to: hans.feichtinger@univie.ac.at

Hans G. Feichtinger, Univ. Vienna hans.feichtinger@univie.ac.at www.nuhag.eu see: TALKS at www.nuhag.eu/talksTime-Frequency Analysis and Suitable Function Spaces


	Time-Frequency Analysis
	Benefits
	Shannon Theorem
	Kernel Thm.

