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Title: How to define convolutions?
Hans G. Feichtinger (Vienna, NuHAG and ARI)
This talk is supposed to provide a panoramic view on different
ways of defining the convolution of function, pseudo-measures or
distributions, starting from the very classical setting of the
Lebesgue space l1(Rd) where it (still) can be defined in the
pointwise sense (almost everywhere), thus turning this Banach
space into a commutative Banach algebra with bounded
approximate units. This is often taken as a starting point for
Fourier Analysis (in particular for the study of the question of
spectral analysis via closed ideals of L1, as outlined in the book of
Hans Reiter from 1968 end elsewhere).
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There have been many attempts to extend this notion beyond the
Lebesgue setting, e.g. for bounded measures, or for
pseudo-measures (the elements of the space FL∞ in a
distributional setting), where one can resort to the pointwise
multiplication on the Fourier transform side. On the other hand
there have been long-standing attempts to define (at an individual
level) the convolution of distributions, with the serious drawback
that one may loose the expected rules of associativity.
As a short summary one can say that it is better to avoid pointwise
considerations for the definition of convolution, and better connect
the possible definitions of convolution with a distributional setting,
e.g. in the context of mild distributions.
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Moreover, most if the time good definitions depend on (or can at
least be related to) the identification of the distributions which
“can be convolved with each other” with corresponding
convolution operators between well defined (Banach) spaces of
operators, where composition of operators makes sense.
Commutativity of convolution can then often be derived via the
strong operator topology for such convolution operators by more
conventional convolution kernels, e.g. by test functions.
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If time permits we will also shortly discuss the new approach to
integrated group actions promoted by the author, which allows to
introduce the definition of convolution of bounded measures over
LCA groups plus the derivation of the convolution theorem (the
Fourier-Stieltjes transform converts convolution into pointwise
multiplication of bounded and continuous functions on the
frequency domain) without the use of classical measure theory
(rather by introducing bounded measures as linear functionals on
C0(G )), by identifying this dual space with the space of
“multipliers”, i.e. bounded linear operators commuting with
translations (so-called BIBOS in the engineering literature).
Hans G. Feichtinger 24.03.2023
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Multiplication of integers

Let us recall the multiplication of integers.
As a warm-up, I suggest to calculate

111

1112

111112

11111112

and the check for a pattern.
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Multiplication of integers

Let us recall the multiplication of integers.

111 = 121

1112 = 12321

1111112 = 12345654321

1111111112 = 12345678987654321.

Now the pattern is clear, up to length 9.
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Throwing 1,2,3,4 Dices

Figure: dices1to4.jpg: The probability distribution for 1, 2, 3 or 4
independent standard dices.
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Figure: dices10pow8hist.jpg
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The Cauchy Product for Power Series

Theorem

Given two sequences ~a, ~b ∈ `1(ZN), both indexed in the sense of
the corresponding operators, i.e. indexed with 0, . . . ,N − 1, then
the resulting convolution product, denoted by ~c is given by the
coordinates, following the Cauchy Product Rules:

ck =
N−1∑
k=0

ajbN−j =
∑

r+s=k

arbs . (1)
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Connections to Probability

For discrete random variables with integer values one can use the
same machinery, just with positive and negative powers, i.e. one is
using Laurent Series (finitely many non-zero negative terms). The
Cauchy-product is meaningful in the same way.
Assume you want to simulate a random walk on Z, where you
assume that the chance to jump one field to the right is 1/2 while
the probability to jump one step to the left or stay at the given
position is 1/4.
In order to see that distribution after 21 iterations, one just has to
visualize the coefficients of the Laurent series representation of
[(1/4)(2x + 1 + 1/x)]21, which looks like this:
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Figure: RandomWalk21.jpg: Random Walk, 21 iterations
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The Discrete Fourier Transform

The above plots have been created using MATLAB, making use of
the FFT-command.
The Fast Fourier Transform (FFT) is just an efficient
implementation of the DFT (the discrete Fourier transform), which
can be seen as a transition from the description of a polynomial of
order n (or degree n − 1) to the values of the same polynomial
over the unit roots of order n, taken in the clockwise sense.
This linear mapping DFT: x 7→ F(x) from Cn to Cn is unitary,
symmetric (in the real sense, i.e. equal to its transpose) and is of
course a Vandermonde matrix. Consequently the inverse matrix is
the same as the transpose conjugate, hence just the transpose
matrix, with the entries of the form

e∓2πi(j−1)·(k−1)/
√
n, 1 ≤ j , k ≤ n.
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Standard Approach to Convolution using L1

The usual approach to convolution (e.g. in Hans Reiter’s book) is
to first introduce the Lebesgue space

(
L

1(G ), ‖ · ‖1

)
and

demonstrate that the pointwise definition via

f ∗ g(x) =

∫
G
g(x − y)f (y)dy , x ∈ G, (2)

makes sense (in the a.e. sense) and that the resulting element of(
L

1(G ), ‖ · ‖1

)
(!equivalence class is well defined) satisfies

‖f ∗ g‖1 ≤ ‖f ‖1‖g‖1, f , g ∈ L1(G ). (3)

For G = Rd one just has to take the usual Lebesgue measure on
the Euclidean space Rd , and for general LCA groups one makes
use of the Haar measure (created from the translation invariant,
linear functional on Cc(G )).
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Convolution Theorem

This approach has many advantages, among other because(
L

1(G ), ‖ · ‖1

)
(taken with respect Haar measure) allows to define

the Fourier transform as an integral transform

f̂ (χ) =

∫
G
f (x)χ(x)dx , χ ∈ Ĝ. (4)

Since χ : x 7→ χ(x), a character, is a homomorphism from G into
U ⊂ C (unit circle with multiplication) it is clear that χ ∈ Cb(G )
and thus the integral is well defined, since |f (x)| = |f (x)χ(x)|,
∀χ ∈ Ĝ. Moreover one can derive the Convolution Theorem:
Convolution goes to Multiplication.
All these facts can be compressed into one big statement
(using the Riemann-Lebesgue Lemma):
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The Convolution Theorem

Theorem(
L

1(G ), ‖ · ‖1

)
is a Banach algebra with respect to convolution,

and the Fourier transform defined via (4) describes an injective
and non-expansive homomorphism from the Banach convolution
algebra

(
L

1(G ), ‖ · ‖1

)
into the pointwise Banach algebra(

C0(Ĝ ), ‖ · ‖∞
)
, i.e. ‖f̂ ‖∞ ≤ ‖f ‖1, and

F(f ∗ g) = F(f ) · F(g), f , g ∈ L1(G ).

Moreover both
(
L

1(G ), ‖ · ‖1

)
and

(
C0(G ), ‖ · ‖∞

)
have (natural)

bounded approximate units (Dirac sequences or summability

kernels), and the involution f 7→ f ∗ = f X, with f X(x) = f (−x),
goes to conjugation in

(
C0(Ĝ ), ‖ · ‖∞

)
.
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Convolution of Bounded Measures I

By the Theorem of Radon-Nikodym we can consider(
L

1(G ), ‖ · ‖1

)
as a closed subspace of (Mb(G ), ‖ · ‖Mb

), the space
of bounded, regular Borel measures on G. In fact, such a measure
is absolutely continuous if and only if it has a density in
g ∈ L1(G ), i.e. the measure µg is given by:

µg (f ) =

∫
G
f (x) g(x)dx , f ∈ Cc(G ).

Here we can also define (a more general!) convolution by setting

µ1 ? µ2(f ) =

∫
G

∫
G
f (x + y)dµ1(x)dµ2(y), f ∈ Cc(G ). (5)
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Convolution of Bounded Measures II

With some measure theoretic arguments, and using the total
variation norm one can show that

‖µ1 ? µ2‖Mb
≤ ‖µ1‖Mb

‖µ2‖Mb
, µ1, µ2 ∈Mb(G ).

F(µ1 ∗ µ2) = F(µ1)F(µ2).

The Fourier-Stieltjes-transform naturally extends the Fourier
transform (defined on L1(G ) as an integral transform).
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In the theory of Segal algebras, or more generally in the context of
homogeneous Banach spaces over G convolution is interpreted as a
vector-valued integral.
A sloppy argument is the following one: For nice functions f , g also
the convolution product is a nice function, and thus we can write

g ∗ f (x) =

∫
G
f X(y − x) g(y)dy = µg (Tx f

X),

or alternatively (and it heuristically!):

δx(g ∗f ) = (g ∗f )(x) =

∫
G
δx(Ty f )g(y)dy = δx

(∫
G
Ty fg(y)dy

)
.

For a homogenous Banach space (B, ‖ · ‖B) (a la Katznelson) the
integral exists (at least weakly) because y 7→ Ty f is a bounded
and continuous mapping with values in (B, ‖ · ‖B), using
Bochner integrals.
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Invariant Systems I

Engineering students are taught that convolution operators are
important because any time-invariant linear system T has a
representation as a convolution operator (convolution by the
so-called impulse response µ):

T (f ) = µ ∗ f .

or as a pointwise multiplier by the transfer function τ :

F(Tf ) = τ · f̂ , or Tf = F−1(τ · f̂ ).

Comparing these formulas one expects of course that

τ = F(µ) and µ = F−1(τ).

Obviously the question is whether F−1 and F are well defined
in such cases (e.g. not possible for quasi-measures).
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Chirp signals

An interesting and challenging case is the family of characters of
second degree or chirp signals. Let us choose

Ch(t) = exp(−iπt2), t ∈ R,

which is one of the (distributional) eigenvectors of the Fourier
transform, namely satisfies

F(Ch) = Ch.

Via Plancherel’s Theorem the Fourier transform extends from
L

1 ∩ L2(G) to a unitary transformation from
(
L

2(G ), ‖ · ‖2

)
to(

L
2(Ĝ , ‖ · ‖2

)
), here R̂ = R and obviously the bounded and

continuous function τ = Ch defines a bounded, linear
multiplication operator on L2(R̂). BUT!
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Problem with pointwise definition

Going to the “time-side” and recalling that

F−1(1[−1/2,1/2]) = SINC ∈ L2(R) \ L1(R)

we find that the pointwise product, defined as an integral for

Ch ∗ SINC(x) =

∫
R

SINC(x − y)Ch(y)dy

does not exists as Lebesgue integral, because

|SINC(x − y)Ch(y)| = | SINC(x − y)| = |Tx(SINC)(y)| /∈ L1(R)

for any x ∈ R. This despite the fact that both integrands are
continuous, in fact smooth functions!
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Tempered Elements in L
p(Rd)

A similar problem appeared in the work of Kelly McKennon in the
70th (subsequent paper by HGFei ([fe77]) where the space of
tempered elements in

(
L
p(G ), ‖ · ‖p

)
is discussed, for p > 1. Note

that for non-compact groups one can show that
(
L
p(G ), ‖ · ‖p

)
is

NOT a Banach algebra with respect to convolution, using
whatever kind of convolution one takes, or in other words, there
does not exist a constant Cp > 0 such that

‖f ∗ g‖p ≤ Cp‖f ‖p‖g‖p, f , g ∈ Cc(G ).

Note that for p = 2, and consequently for Lp(G ) ⊂ L1(G ) + L2(G )
the pointwise product defining the (pointwise) convolution
product is (x-a.e.) in L1(G ).
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Tempered Elements in L
p(G )

Let us describe the set of tempered elements in
(
L
p(G ), ‖ · ‖p

)
as

the set of all functions (equivalence classes) in Lp(G ) which at the
same time define bounded convolution operator on

(
L
p(G ), ‖ · ‖p

)
.

Since the pointwise definition may cause problems (e.g. with
associativity etc.) one assumes that such a tempered function
g ∈ Lp(G ) satisfies:

‖g ∗ k‖Lp(G) ≤ Cg‖k‖Lp(G) , k ∈ Cc(G ).

We can write Ltp(G ) := L
p(G ) ∩ CVp(G) for this space, which is

endowed with the sum of the two natural norms, the norm in
L
p(G ) and the operator norm of the convolution operator:

‖f ‖Ltp := ‖f ‖p + |‖Cf |‖Lp .
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Multipliers from
(
L
p(G ), ‖ · ‖p

)
There are some interesting results describing the space of all
“multipliers” (bounded linear operators commuting with
translations on

(
L
p(G ), ‖ · ‖p

)
) for 1 < p <∞.

In a recent paper a new derivation has been obtained using the
so-called Herz – Figa-Talamanca spaces (in fact pointwise
algebras) (Ap(G ), ‖ · ‖Ap(G)).
We denote by PMp(G ) (p-pseudomeasures) the dual space of
(Ap(G ), ‖ · ‖Ap(G)). Then it the following chain of equality for
multiplier spaces (homomorphisms commuting with group action):

HG(Lp(G )) = HG(Ltp(G )) = HG(Ap(G )) ≡ PMp(G ).
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Pointwise relationship

One of the (long-standing) open problems in this area, often
mentioned in various discussions is the following:
CONJECTURE: Given p > 2, is there any tempered element
f ∈ Lp(Rd) (or Lp(G )) such that the pointwise definition of the
convolution product fails, e.g. such that for some g ∈ Lp(Rd)
there is a problem with the existence of the (pointwise)
convolution product, for a set of strictly positive measure?
It is even conjectured that the more restrictive assumption which
would require the existence of the Lebesgue-integral almost
everywhere for every f ∈ Lp(Rd) would not even make a Banach
algebra “with convolution”.
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Convolution via Regularization

Here we point to the work of Michael Oberguggenberger
concerning the multiplication of distributions.
Essentially the idea is to regularize the given (say tempered)
distributions, which means that one can approximate them (in the
distributional setting) by suitable test functions. The pointwise
product (or alternatively the convolution product) of these
approximations is meaningful, and thus one can expect that the
product of the given distributions is well defined if the products of
these regularized version converge (in the distributional setting).
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Problems with individual definitions

There are a few attempts to define the (convolution or pointwise)
product of “generalized functions” for individual pairs of
distributions. While such a definition may be useful in a few
particular cases one has to ask whether these definitions are
natural and whether the expected formulas still hold true, among
them the commutativity and associativity law.
In fact, there are examples in the literature showing that there may
convolvable distributions creating problems:

Convolution of distributions is not associative!
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Why should we discuss convolution at all?

The answer according to H. Reiter’s book: Because we have to
analyze the properties of the closed ideal structure of(
L

1(G ), ‖ · ‖1

)
. But why should be do so: Because we want to do

spectral analysis of functions in L∞(G).
DOWNSIDE: Connection to the original questions has been lost!

The answer of engineers will be: Because we want to understand
and make efficient use of time-invariant linear systems.
DOWNSIDE: Mathematical rigor is mostly lost, symbolic
manipulations and heuristic descriptions prevail!
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A rigourous approach to TILS

Taking the applied situation as a model and deriving corresponding
mathematical (mostly functional analytic) tools, appears as a
viable way to go.

Definition

Let us call a bounded linear operator T on
(
C0(G ), ‖ · ‖∞

)
which

commutes with translation, a BIBOS, because it creates bounded
input from bounded output, since

‖TF‖∞ ≤ |‖T |‖C0(G) ‖f ‖∞, f ∈ C0(G ).

Theorem

Any T ∈ HG (C0(G )) can be represented as moving average, by
some ν ∈Mb(G ) = C

′
0(G ), namely

Tf (x) = [Txν](f ), x ∈ G.
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Rewriting convolution

The above relationship between ν(f ) = Tf (0) and the moving
average operator T = Aν is isometric, i.e.

‖ν‖Mb(G) = |‖T |‖C0(G) |‖Aν |‖C0(G) .

Given the bounded measure ν we can write Aν for the
corresponding moving average operator, and vice versa, every
T ∈ HG (C0(G )) corresponds a unique bounded measures ν
(with ν(f ) = Tf (0)). This identification is in fact isometric!
We can thus transfer the composition law from the Banach algebra
of operators to the functionals and call the unique measure which
corresponds to the concatenation Aν1 ◦ Aν2 simply ν := ν1 ? ν2.

Aν1?ν2(f ) = Aν1(Aν2(f )), f ∈ C0(G ).
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Convolution

It is clear that any translation operator commutes with all the
other translations, thus Tx ∈ HG (C0(G )) for any x ∈ G. The
corresponding linear functional is δ−x : f 7→ f (−x) on(
C0(G ), ‖ · ‖∞

)
, obviously with |‖Tx |‖C0(G) = 1 = ‖δ−x‖ .

In order to establish the more convenient relationship between a
translation operator and the corresponding Dirac-measure one has
the add the inversion mapping (on the group), i.e. x 7→ −x , or the
isometric flip-operator on

(
C0(G ), ‖ · ‖∞

)
: f 7→ f X, with

f X(x) = f (−x).
Thus instead the more popular relationship between elements
T ∈ HG (C0(G )) and bounded linear functionals µ on(
C0(G ), ‖ · ‖∞

)
is the choice µ = νX, with µ(f ) = ν(f X),

and obviously ‖µ‖Mb
= ‖ν‖Mb

.
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TILS via Convolution

Altogether we arrive at the an isometric identification:

Theorem

There is an isometric isomorphism between the closed subalgebra
of HG (C0(G )) (within the Banach algebra of all bounded linear
operators on

(
C0(G ), ‖ · ‖∞

)
) and the dual space

(Mb(G ), ‖ · ‖Mb
) :=

(
C
′
0(G ), ‖ · ‖C ′

0

)
, the space of all bounded

measures on G (!by definition!), which is a Banach algebra with
respect to convolution.
Given µ ∈Mb(G ) we define the convolution operator
Cµ : f 7→ Cµ(f ) = µ ∗ f given pointwise by

(µ ∗ f )(x) = µ(Tx f
X) = [T−xµ](f X) = Txν(f ).

with |‖Cµ|‖C0(G) = ‖µ‖Mb
= ‖ν‖Mb

.
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Discretization

An important ingredient in the proof of this identification is the
observation that

(
C0(G ), ‖ · ‖∞

)
is not only a Banach algebra with

respect to pointwise multiplication, and thus obviously
(Mb(G ), ‖ · ‖Mb

) is Banach module by the adjoint action, with

(µ · h)(f ) = µ(h · f ), f , h ∈ C0(G ), µ ∈Mb(G ),

combined with the fact that it is an essential Banach module over(
C0(G ), ‖ · ‖∞

)
, or in fact, for any BUPU Ψ = (ψi )i∈I one has∑

i∈I
‖µψi‖Mb

= ‖µ‖Mb
= sup

f ∈C0(G),‖f ‖∞≤1
|µ(f )|.

Consequently compactly supported measures are (norm) dense
in (Mb(G ), ‖ · ‖Mb

). This is not true for the discrete measures.
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Discrete Measures

Discrete measures are the closed linear span of the Dirac measures
inside of (Mb(G ), ‖ · ‖Mb

). They can be described as absolutely
convergent sums of Dirac measures, thus

Md(G) = {ν =
∑
i∈I

ciδxi , with ‖ν‖Mb
=
∑
i∈I
|ci | <∞}.

In fact, Md(G) is a closed subalgebra of (Mb(G ), ‖ · ‖Mb
).

On the other hand it is true that Md(G) is w∗−dense in Mb(G ),
i.e. for any µ ∈Mb(G ) and f1, ..., fn ∈ C0(G ) and ε > 0 there
exists a discrete measure ν ∈Md(G) such that

|µ(fk)− ν(fk)| ≤ ε, k = 1, ..., n.

A constructive way of obtaining such discrete measures is

ν :=
∑
i∈I

µ(ψi )δxi , with supp(ψi ) ⊆ xi + U}.
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Homogeneous Banach Spaces

According to Y. Katznelson a Banach space of locally integrable
functions is called a homogeneous Banach space if ones has:

1 for any compact set K ⊂ G there exists CK > 0 such that∫
K |f (x)|dx ≤ Ck‖f ‖B , f ∈ B.

2 Translation is isometric: ‖Tx f ‖B = ‖f ‖B , x ∈ G;

3 limx→e‖Tx f − f ‖B = 0, f ∈ B.

Typical examples are the spaces
(
L
p(G ), ‖ · ‖p

)
, for 1 ≤ p <∞, or

any reflexive Lorentz or Orlicz spaces and many others!
The first condition boils down to the assumption that
f ψi ∈Mb(G ) for any i ∈ I (for some BUPU).
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Homogeneous Banach Spaces

An old result (published in 1977) can be used as a motivation:

Theorem

Given a tight and w∗−convergent net (µα)α∈I in Mb(G ), with
limit µ0 ∈Mb(G ), and a homogeneous Banach space (B, ‖ · ‖B)
on G, then

µα ∗ f → µ0 ∗ f in (B, ‖ · ‖B),

can be taken as a motivation to DEFINE the action of
(Mb(G ), ‖ · ‖Mb

) on (B, ‖ · ‖B) after verifying that the family,
indexed by Ψ:

DΨµ ∗ f =
∑
i∈I

µ(ψi )Txi f

is a Cauchy net in (B, ‖ · ‖B), for |Ψ| → 0.
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Associativity and Commutativity

While the associativity law, which can be written as

(µ1 ?Mb(G) µ2) ∗conv f = µ1 ∗conv (µ2 ∗conv f ) f ∈ C0(G ),

follows DIRECTLY from the associativity in the algebra of
operators1 we have to take care of the commutativity:

µ1 ? µ2 = µ2 ? µ1, µ1, µ2 ∈Mb(G ).

This is true for discrete measures (since δx ? δy = δx+y ), and hence
for series of such measures. But |Ψ| → 0 implies

‖[DΨ(µ1) ? DΨ(µ2)] ∗ f − [µ1 ?mu2] ∗ f ‖∞ → 0

1comparable to the associativity of matrix multiplication, arising
from the composition law for linear mappings.
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Action of bounded measrues on homogeneous Bsps

in the recent paper (2022) it has been demonstrated that
convolution of the form L

1(Rd) ∗ Lp(Rd) ⊆ Lp(Rd) can be
obtained without duality considerations (using explicit knowledge
of the dual space, or Bochner integrals) by demonstrating that
Mb(Rd) ∗ Lp(Rd) ⊆ Lp(Rd) with corresponding norm estimates,
for general LCA groups, using the fact that for any homogeneous
Banach space (defined properly) on has:

1 The existence of arbitrary fine BUPUs (without using the Haar
integral!), we write |Ψ| → 0 for such a net;

2 The observation that the discrete convolutions of the form

DΨµ ∗ f =
∑
i∈I

µ(ψi )Txi f

form a Cauchy net of elements in (B, ‖ · ‖B), for any f ∈ B.

NOTE: “There is just ONE convolution!”.
Hans G. Feichtinger How to define convolution?
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Invoking the Banach Gelfand Triple

In order to bring the Fourier transform let us quickly recall the
Banach Gelfand Triple (S0,L

2,S ′0)(G ), with(
S0(G ), ‖ · ‖S0

)
↪→
(
L

2(G ), ‖ · ‖2

)
↪→
(
S
′
0(G ), ‖ · ‖S ′

0

)
,

where S0(G ) = W (FL1, `1)(G), the subspace of function in
FL1(G) ⊂ C0(G ) with

∑
i∈I ‖fψi‖FL1 <∞. for some BUPU which

is bounded in the Fourier algebra FL1(G).
Since both (Mb(G ), ‖ · ‖Mb

) and (B, ‖ · ‖B) (as above) are
contained in S ′0(G ) one can transfer questions about
convolutions to questions of pointwise multiplication on the
Fourier
side (and vice versa).
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Multipliers

For me the associativity question is usually a (simple) consequence
of the connection to operators, specifically convolution operators
or so-called multipliers, as opposed to the question of individual
composition of two distributions via some special form of
extended convolution.
If these convolution operators or of an elementary nature, be it
(1) convolution by Dirac or discrete measures;
(2) convolution of test functions (e.g. in S0(G ));
neither associativity (Fubini) nor commutativity are a problem
(even based on Riemann integrals!).

Theorem

For any T ∈ HG(S0(G ),S ′0(G )) there exists a unique σ ∈ S ′0(G )
such that Tf = σ ∗ f , with (σ ∗ f )(x) = σ(Tx f

X). In addition
there is norm equivalence between ‖σ‖S ′

0(G) and |‖T |‖S0(G)→S ′
0(G) .
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Regularization

In a way similar to the Schwartz setting, where tempered
distributions can be regularized an thus approximated (in the
distributional sense) by test functions from S(Rd) one can
regularize “mild distributions”, i.e. elements from S

′
0(G ) by first

smoothing it (by convolution with elements from S0(G )) and then
localized the result (by pointwise multiplication by other elements
from S0(G )), and using

S0(G ) · (S0(G ) ∗ S ′0(G )) ⊂ S0(G )

one can expect that also convolution operators can be
approximated by “decent convolution operators” (which arise from
elements of S0(G )), typically in the so-called ultra-weak sense, and
thus associativity and commutativity can be granted in such cases.

Hans G. Feichtinger How to define convolution?



ABSTRACT Cauchy Product Probability DFT Lebesgue Integration Tempered Elements Herz Algebras Via Regularization Individual definition WHY convolution BIBOS Convolution Discretization Homog. BSPs The BGT Multipliers Thanks chatGPT ChatGPT Nonsense

Back to the Chirp

Coming back to the problem of pointwise convolution of chirps,
with the SINC function or with each other, while this is quite easy
on the Fourier transform side:
In such a situation one just has to apply a bounded approximate
unit in the Fourier algebra

(
FL1(Rd), ‖ · ‖FL1

)
, i.e. some

summability kernel, in order to get inside of S0(Rd) ⊂ L1(Rd), and
since F(S0(Rd)) = S0(Rd) everything (the regularization etc.) is
well under control on both the time and the frequency side and all
the possible interpretations of the convolution product coincide
properly.
Final hint: it is similar to the usual re-interpretation of duality
pairs in functional analysis, of both sides belong to different
Banach spaces!
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THANKS

Thanks for your attention
A course description of an approach to Fourier Analysis

over Rd , without Lebesgue integrals, is found at

www.nuhag.eu/ETH20

and the links given there.
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ChatGPT I

The convolution of distributions is an operation in mathematics
that is used to combine two probability distributions to obtain a
third distribution that represents the sum of the random variables.
In other words, given two probability distributions, the convolution
of the distributions produces a new distribution that represents the
probability of the sum of the random variables drawn from the
original distributions.
The convolution of two distributions is defined as follows: if X and
Y are two random variables with probability distributions f and g
respectively, then their convolution is a new distribution h such
that for any real number x,

h(x) =

∫
R
f (t)g(x − t)dt

where the integral is taken over the entire real line.
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ChatGPT II

The convolution of distributions is a useful operation in many fields
of mathematics and science, including signal processing, probability
theory, and statistics. It is used, for example, to model the sum of
two independent random variables, to smooth noisy data, and to
calculate the probability of the sum of two events occurring
simultaneously.
It is important to note that the convolution of two distributions is
not always well-defined, and certain conditions must be met for the
convolution to be valid. Additionally, the convolution of
distributions is not always commutative, meaning that the order in
which the distributions are convolved can affect the result.

Hans G. Feichtinger How to define convolution?



ABSTRACT Cauchy Product Probability DFT Lebesgue Integration Tempered Elements Herz Algebras Via Regularization Individual definition WHY convolution BIBOS Convolution Discretization Homog. BSPs The BGT Multipliers Thanks chatGPT ChatGPT Nonsense

ANOTHER question with non-satisfactory answer:
How can one regularize tempered distributions?

Feichtinger’s algebra, also known as the modulation space, is a
class of functions that are defined in terms of their time-frequency
behavior. It is named after its inventor, Karlheinz Grchenig, and
his colleague Hans G. Feichtinger.
The modulation space is a generalization of the classical Hardy
space and the Wiener amalgam space, and it includes as special
cases many well-known function spaces, such as the Schwartz
space, the Sobolev spaces, and the Besov spaces. (???)
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A well-known example of a decomposition space is the wavelet
space, which is constructed by decomposing a signal into wavelet
coefficients using a suitable wavelet basis. The resulting space is a
collection of all possible linear combinations of wavelet
coefficients, and it has a number of desirable properties, such as
sparsity and multiresolution structure.
The Pontryagin duality theorem states that for any locally compact
abelian group G, there is a natural isomorphism between G and its
dual group Ĝ, which is given by the Fourier transform. This means
that any function on G can be uniquely represented as a linear
combination of characters from the dual group Ĝ, and vice versa.

Hans G. Feichtinger How to define convolution?
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