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Abstract.
We consider tight Gabor frames (h, a = 1, b = 1) at critical density with h of
the form Z−1(Zg/|Zg|). Here Z is the standard Zak transform and g is an
even, real, well-behaved window such that Zg has exactly one zero, at (1

2
, 1

2
),

in [0, 1)2. We show that h and its Fourier transform have maximal decay
as allowed by the Balian-Low theorem. Our result illustrates a theorem of
Benedetto, Czaja, Gadziński, and Powell, case p = q = 2, on sharpness of
the Balian-Low theorem.
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1 Introduction

We continue the investigations in [5]. Thus we consider Gabor systems
(g, a, b) at critical density a = b = 1, i.e., systems of functions e2πim· g(· −n),
integer n and m, with well-behaved windows g ∈ L2(R). Furthermore, we
define the Zak transform Z for f ∈ L2(R) formally by

(Zf)(t, ν) =
∞∑

k=−∞

f(t− k) e2πikν , t, ν ∈ R , (1.1)

with inverse Z−1 formally given by

(Z−1F )(t) =

1∫
0

F (t, ν) dν , t ∈ R , (1.2)

in which F ∈ L2
loc(R

2) satisfies the quasi-periodicity relation

F (t+ n, ν +m) = e2πinν F (t, ν) , t, ν ∈ R , (1.3)

for integer n, m. Assuming that Zg has finitely many zeros per unit square,
we consider the window h defined by

h = Z−1(Zg/|Zg|) , (1.4)

so that Zh = Zg/|Zg|. The associated Gabor system (h, 1, 1), consisting of
integer time-frequency translates e2πim· h(· − n) of h, is an orthogonal base
for L2(R). According to the Balian-Low theorem (see [1] for a comprehensive
account) we have that at least one of the numbers

∞∫
−∞

t2 |h(t)|2 dt ,
∞∫

−∞

ν2 |H(ν)|2 dν (1.5)

is infinite. Here H = Fh denotes the Fourier transform
∫
e−2πiνt h(t) dt,

ν ∈ R, of h.
The operation embodied by formula (1.4) is considered in detail in [5],

Sections 3, 4, with particular attention for even, real, rapidly decaying win-
dows g with a single zero, at (1

2
, 1

2
), in the unit square [0, 1)2. As examples of

windows satisfying these requirements, there are considered in [5] the Gaus-
sian and the hyperbolic secant

g1,γ(t) = (2γ)1/4 e−πγt
2

, g2,γ(t) =
(πγ

2

)1/2 1

cosh πγt
, t ∈ R , (1.6)
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and the two-sided exponential

g3,α(t) = α1/2 e−α|t| , t ∈ R , (1.7)

with γ > 0, α > 0. These windows satisfy, in addition,

∂Zg

∂t
(1

2
, 1

2
) 6= 0 6= ∂Zg

∂ν
(1

2
, 1

2
) , (1.8)

and in [5], Sec. 4, it is shown that this implies that the associated h is in
L1(R).

In this article we show that, for any smooth and rapidly decaying g such
that Zg has a convergent Taylor series around (1

2
, 1

2
) and such that (1.8)

holds, the h of (1.4) satisfies

∞∫
−∞

t2

(ln(2 + |t|))d
|h(t)|2 dt <∞ ,

∞∫
−∞

ν2

(ln(2 + |ν|))d
|H(ν)|2 dν <∞

(1.9)
when d > 2. This result illustrates a theorem of Benedetto, Czaja, Gadziński,
and Powell, see [2], on the existence of orthonormal Gabor bases whose gen-
erator h satisfies

∞∫
−∞

|t|p

(ln(2 + |t|))d
|h(t)|2 dt <∞ ,

∞∫
−∞

|ν|q

(ln(2 + |ν|))d
|H(ν)|2 dν <∞ ,

(1.10)
where 1 < p, q < ∞, p−1 + q−1 = 1, and d > 2. An effort as in the present
article, with quite different methods, is undertaken in [3] for the case of a
basis introduced by Høholdt, Jensen, and Justesen in [4], with p = 3

2
, q = 3.

The conditions of well-behavedness on g and Zg can be considerably
relaxed. The chosen restrictions are such that the key argument, presented
in the next section, admits a convenient work-out. As an illustration that
the main result holds more generally, we show that (1.9) also holds for h =
Z−1(Zg/|Zg|) with g = g3,α (see (1.7), g not smooth at t = 0).

2 Paper outline

The proof of our main result is based on the detailed analysis conducted in
[5], Section 6 for the case that g = g3,α, see (1.7). In this case we have

h3,α(t+ n) = In(r(t)) , n ∈ Z , t ∈ [0, 1) , (2.1)
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where r(t) = sinhαt/ sinhα(1− t), and

In(r) =

1∫
0

e2πinν 1 + r e2πiν

|1 + r e2πiν |
dν , n ∈ Z , r ≥ 0 . (2.2)

In [5], Section 6, B.6, there is shown the inequality

0 ≤ (−1)n In(r) ≤ exp
(
−n
√

2
∣∣∣1− r
1 + r

∣∣∣) min
(

2,
1 + r

n
√

2r

)
(2.3)

for n = 0, 1, ... and r ≥ 0. As a consequence we have that

n+1∫
n

|h(t)|2 dt = O
( 1

n3

)
, n = 0, 1, ... , (2.4)

with h = h3,α, and it follows that the first integral in (1.9) is finite for h = h3,α

when d > 2. Here the fact that r′(1
2
) 6= 0 is essential.

Our approach consists now of approximating a general

(Zg)(t, ·)
|(Zg)(t, ·)|

by ν ∈ [0, 1) 7→ 1 + rg(t) e
2πiν

|1 + rg(t) e2πiν |
(2.5)

with judiciously chosen rg(t) ≥ 0 for t near 1
2
. With h(t+ n) given as

h(t+ n) =

1∫
0

e2πinν (Zg)(t, ν)

|(Zg)(t, ν)|
dν , t ∈ [0, 1) , n ∈ Z , (2.6)

the choice of rg(t) should be such that we can bound the error h(t + n) −
In(rg(t)) appropriately. It turns out that we can achieve this goal with a
smooth rg satisfying

rg(
1
2
) = 1 , r′g(

1
2
) > 0 , (2.7)

the latter being a consequence of the assumption (1.8). Then (2.3) allows us
to show that (2.4) holds, and this implies that the first integral in (1.9) is
finite.

The finiteness of the second integral in (1.9) is a consequence of Fourier
invariance of the class of even, real, well-behaved windows g such that (1.8)
holds.

This article is organized as follows. In Section 3 we present preparatory
material concerning Zak transforms of even, real, well-behaved windows g
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with unique Zak transform zero in [0, 1)2 at (1
2
, 1

2
). In Section 4 we present

the proof of the main result in which we consider approximation as in (2.5),
bound the error h(t+ n)− In(rg(t)), and show that the first integral in (1.9)
is finite. Next, in Section 5 we show that the second integral in (1.9) is
finite. This uses basic Zak transform properties and Fourier invariance of
the class of considered g’s. For the window g = g3,α, see (1.7), that is not
smooth at t = 0, the situation is somewhat more delicate, and this requires
an additional argument, presented in Section 6, to show finiteness of the
second integral in (1.9) with h = h3,α.

3 Preparation

We consider in this section even, real, smooth, rapidly decaying windows g
with smooth Zak transforms Zg having a single zero, at (1

2
, 1

2
), in [0, 1)2. We

shall assume without loss of generality that

(Zg)(0, 0) =
∞∑

k=−∞

g(k) > 0 . (3.1)

Due to the quasi-periodicity relations, see (1.3), we have

(Zg)(t, 1) = (Zg)(t, 0) , (Zg)(1, ν) = e2πiν(Zg)(0, ν) . (3.2)

Lemma 1. We have for t, ν ∈ [0, 1]

(Zg)(t, 1
2
) = A(t) , (Zg)(1

2
, ν) = 2eπiν B(ν) , (3.3)

where A(t) is given by

A(t) =
∞∑
k=0

(−1)k [g(k + t)− g(k + (1− t))] , 0 ≤ t ≤ 1 , (3.4)

and satisfies
A(t) = −A(1− t) > 0 , 0 ≤ t < 1

2
, (3.5)

while B(ν) is given by

B(ν) =
∞∑
k=0

g(k + 1
2
) cos 2π(k + 1

2
) ν , 0 ≤ ν ≤ 1 , (3.6)

and satisfies
B(ν) = −B(1− ν) > 0 , 0 ≤ ν < 1

2
. (3.7)

5



Proof. This follows easily from the fact that g is real and even, together with
the facts that (Zg)(0, 0) > 0 and that Zg vanishes on [0, 1)2 at (1

2
, 1

2
) only.

Also see the beginning of Section 4 in [5].

Consequences.

(i) A(1
2
) = B(1

2
) = 0 ,

(ii)
∂Zg

∂t
(1

2
, 1

2
) ≤ 0 ,

1

i

∂Zg

∂ν
(1

2
, 1

2
) ≤ 0 ,

(iii) (Zh)(1
2
, ν) = (Zg)(1

2
, ν)/|(Zg)(1

2
, ν)| = eπiν sgn(1

2
− ν) .

4 Finiteness of the time-domain integral

In this section we show that the first integral in (1.9) is finite. We assume here
that g is even, real, smooth and rapidly decaying, that Zg has a convergent
Taylor series around (1

2
, 1

2
), and that Zg has one zero in [0, 1)2, at (1

2
, 1

2
), with

E :=
∂Zg

∂t
(1

2
, 1

2
) 6= 0 6= ∂Zg

∂ν
(1

2
, 1

2
) =: F . (4.1)

From Consequence (ii) after Lemma 1 we know that E < 0, 1
i
F < 0.

4.1 Approximation of Zg/|Zg|
We approximate for t near 1

2

zI(t, µ) :=
(Zg)(t, 1

2
+ µ)

|(Zg)(t, 1
2

+ µ)|
by zII(t, µ) :=

1 + rg(t) e
2πi(1/2+µ)

|1 + rg(t) e2πi(1/2+µ)|
(4.2)

as a function of µ near µ = 0 with judiciously chosen function rg(t). To that
end we write for t near 1

2

(Zg)(t, 1
2

+ µ) = b0(t) + b1(t)µ+ b2(t)µ2 + ... (4.3)

with

bk(t) =
1

k!

∂k Zg

∂νk
(t, 1

2
) , k = 0, 1, ... . (4.4)

From (Zg)(t, 1
2
− µ) = (Zg)∗(t, 1

2
+ µ), we have

ik bk(t) ∈ R , k = 0, 1, ... , (4.5)
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and there holds by (4.1) that

b0(1
2
) = (Zg)(1

2
, 1

2
) = 0 , b′0(1

2
) = E 6= 0 6= F = b1(1

2
) . (4.6)

Similarly, we have from e2πiµ = 1 + 2πiµ− 2π2µ2 − ...

1 + rg(t) e
2πi(1/2+µ) = 1− rg(t)− 2πi rg(t)µ+ 2π2rg(t)µ

2 + ... (4.7)

For approximation of zI by zII , we take rg(t) such that

−2πi rg(t)

1− rg(t)
=
b1(t)

b0(t)
(4.8)

for t near 1
2
, t 6= 1

2
, so that

rg(t) =
i b1(t)

i b1(t) + 2π b0(t)
. (4.9)

Then rg(t) is well-defined and smooth for t near 1
2

by smoothness of b0, b1

and (4.6), and

rg(
1
2
) = 1 , r′g(

1
2
) = 2πi

b′0(1
2
)

b1(1
2
)

=
2πiE

F
> 0 . (4.10)

Consequently, (1− rg(t))/b0(t) is positive near t = 1
2
, and so we are approx-

imating

zI(t, µ) =
b0(t) + b1(t)µ+ b2(t)µ2 + ...

|b0(t) + b1(t)µ+ b2(t)µ2 + ...|
(4.11)

by

zII(t, µ) =
b0(t) + b1(t)µ+ πi b1(t)µ2 + ...

|b0(t) + b1(t)µ+ πi b1(t)µ2 + ...|
. (4.12)

Lemma 2. We have for t near 1
2

b0(t) = (t− 1
2
)E +O(t− 1

2
)2 , (4.13)

b1(t) = F +O(t− 1
2
) , (4.14)

b2(t)− πi b1(t) = O(t− 1
2
) . (4.15)

Proof. From (4.5) and smoothness of Zg around (1
2
, 1

2
) we get (4.13) and

(4.14). Writing B(1
2

+ µ) = C(µ) we have from Lemma 1 that C is odd, real
and smooth with C(0) = 0 6= C ′(0). Then

(Zg)(1
2
, 1

2
+ µ) = 2i eπiµC(µ) =

= 2i(1 + πiµ− 1
2
π2µ2 − ...)(C ′(0)µ+ 1

6
C ′′′(0)µ3 + ...) , (4.16)
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from which we get

b1(1
2
) = 0 , b1(1

2
) = 2i C ′(0) , b2(1

2
) = −2π C ′(0) , (4.17)

and this yields (4.15) by smoothness of Zg.
We now write the numerators at the right-hand sides of (4.11) and (4.12)

as

wI(t, µ) := b0(t) + b1(t)µ+ b2(t)µ2 + ... =

= b0(t) + i dI(t, µ)µ+ cI(t, µ)µ2 , (4.18)

and

wII(t, µ) := b0(t) + b1(t)µ+ πi b1(t)µ2 + ... =

= b0(t) + i dII(t, µ)µ+ cII(t, µ)µ2 , (4.19)

respectively. Here

i dI(t, µ) = b1(t) + b3(t)µ2 + ... , i dII(t, µ) = b1(t)− 2
3
π2 b1(t)µ2 + ... ,

(4.20)

cI(t, µ) = b2(t) + b4(t)µ2 + ..., cII(t, µ) = πi b1(t)− 1
3
π2i b1(t)µ2 + ... ,

(4.21)
respectively. We observe that b0, dI,II and cI,II are real. Furthermore, by
Lemma 2,

|b0(t)| ≥ 1
2
|E| |t− 1

2
| , |dI,II(t, µ)| ≥ 1

2
|F | , (4.22)

and
b0(t) = O(t− 1

2
) ; dI,II(t, µ) , cI,II(t, µ) = O(1) , (4.23)

dI(t, µ)−dII(t, µ) = O(µ2) , cI(t, µ)−cII(t, µ) = O(t− 1
2
)+O(µ2) . (4.24)

In (4.22)–(4.24), the inequalities and O’s hold in a set (1
2
−δ1,

1
2
+δ1)×(−δ2, δ2)

of (t, µ)’s with δ1 > 0, δ2 > 0.
In the statement and proof of the next lemma, we omit the variable t in

b0 and the variables t, µ in dI,II , cI,II , wI,II and zI,II .

Lemma 3. We have

(i) |zI − zII | = O(µ2) ,

(ii) |z′I − z′II | = O(µ) ,
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where the ′ denotes differentiation with respect to µ, and the O’s hold for
|µ| ≤ 1

2
and t near 1

2
, t 6= 1

2
.

Proof. By smoothness of zI,II in a set (1
2
− δ1,

1
2

+ δ1) × [−1
2
, 1

2
)\{(1

2
, 0)}, it

is sufficient to establish (i) and (ii) for (t, µ) in a set ((1
2
− δ1,

1
2

+ δ1)\{1
2
})×

(−δ2, δ2), and so we restrict (t, µ) to such a set.
(i) With wI,II given by (4.18)–(4.19), we have

zI − zII =
wI
|wI |
− wII
|wII |

=
wI − wII
|wI |

+ wII

( 1

|wI |
− 1

|wII |

)
. (4.25)

We shall bound |wI,II | from below and estimate wI − wII . By the second
item in (4.22) there holds

|wI,II | ≥ 1
2
|F | |µ| , 0 < |t− 1

2
| < δ1 , |µ| < δ2 . (4.26)

Also, from the first item in (4.22) and (4.23), there are G > 0, H > 0, such
that

|wI,II | = |b0 + cI,II µ
2 + i dI,II µ| ≥ G |t− 1

2
| ,

0 < |t− 1
2
| < δ1 , |µ| < H |t− 1

2
|1/2 . (4.27)

We next have from (4.24)

wII = wI + i(dII − dI)µ+ (cII − cI)µ2 =

= wI +O(µ3) +O(µ2(t− 1
2
)) =

= wI +O(µ2)(O(µ) +O(t− 1
2
)) . (4.28)

From (4.26)–(4.27) we have

O(µ) +O(t− 1
2
)

|wI |
=

= O(1) +


O(1) , 0 < |t− 1

2
| < δ1 , |µ| < H |t− 1

2
|1/2

O
(t− 1

2

µ

)
, 0 < |t− 1

2
| < δ1 , |µ| ≥ H |t− 1

2
|1/2

=

= O(1) , 0 < |t− 1
2
| < δ1 , |µ| < δ2 , (4.29)

and therefore

wII = wI(1 +O(µ2)) , 0 < |t− 1
2
| < δ1 , |µ| < δ2 . (4.30)
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By (4.30) we then have

wI − wII
|wI |

= O(µ2) ,
1

|wI |
− 1

|wII |
=

1

|wI |
O(µ2) , (4.31)

and since wII/wI = O(1), we see from (4.25) that zI − zII = O(µ2), as
required.

(ii) There holds

z′I,II =
( wI,II
|wI,II |

)′
=

w′I,II
|wI,II |

− zI,II
|wI,II |′

|wI,II |
. (4.32)

Therefore

z′I − z′II =
( w′I
|wI |
− w′II
|wII |

)
−
(
zI
|wI |′

|wI |
− zII

|wII |′

|wII |

)
. (4.33)

For the first term at the right-hand side of (4.33) we have

w′I
|wI |
− w′II
|wII |

=
w′I − w′II
|wI |

+ w′II

( 1

|wI |
− 1

|wII |

)
. (4.34)

There holds by (4.18)–(4.19) and (4.23) that

w′I,II = i dI,II + i d′I,II µ+ 2cI,II µ+ c′I,II µ
2 =

= b1(t) + 2πi b1(t)µ+O(µ2) +O(µ(t− 1
2
)) , (4.35)

where also Lemma 2 has been used. In particular, w′II = O(1), and it follows
from the second item in (4.31) and from (4.26) that

w′II

( 1

|wI |
− 1

|wII |

)
= O(µ) . (4.36)

Furthermore, by (4.29) and (4.35),

w′I − w′II
|wI |

= O(µ)
O(µ) +O(t− 1

2
)

|wI |
= O(µ) . (4.37)

We thus conclude from (4.34), (4.36)–(4.37) that

w′I
|wI |
− w′II
|wII |

= O(µ) , 0 < |t− 1

2
| < δ1 , |µ| < δ2 . (4.38)

We proceed by estimating the second at the right-hand side of (4.33), for
which we have

zI
|wI |′

|wI |
− zII

|wII |′

|wII |
= zI

( |wI |′
|wI |

− |wII |
′

|wII |

)
+ (zI − zII)

|wII |′

|wII |
. (4.39)

10



Since |wII |′ ≤ |w′II | = O(1), we see from (i) zI − zII = O(µ2) and (4.26) that
the second term at the right-hand side of (4.39) satisfies

(zI − zII)
|wII |′

|wII |
= O(µ) . (4.40)

For the first term on the right-hand side of (4.39) we have

|wI |′

|wI |
− |wII |

′

|wII |
=
|wI |′ − |wII |′

|wI |
+ |wII |′

( 1

|wI |
− 1

|wII |

)
. (4.41)

The second term at the right-hand side of (4.41) satisfies

|wII |′
( 1

|wI |
− 1

|wII |

)
= O(µ) (4.42)

as before (compare (4.36)). For the first term at the right-hand of (4.41) we
have to consider |wI,II |′. There holds

|wI,II |′ = [((b0 + cI,II µ
2)2 + d2

I,II µ
2)1/2]′ =

QI,II

|wI,II |
, (4.43)

where, see (4.18)–(4.21),

QI,II = (b0 + cI,II µ
2)(c′I,II µ

2 + 2cI,II µ) + dI,II d
′
I,II µ

2 + d2
I,II µ =

= 2b0 cI,II µ+ |b1(t)|2 µ+O(µ3) = O(µ) . (4.44)

By (4.23)–(4.24) we have

QI −QII = 2b0(cI − cII)µ+O(µ3) = O((t− 1
2
)2 µ) +O(µ3) . (4.45)

We use (4.44)–(4.45) by writing

|wI |′ − |wII |′ =
QI

|wI |
− QII

|wII |
=
QI −QII

|wI |
+QII

( 1

|wI |
− 1

|wII |

)
. (4.46)

By (4.44), (4.26) and the second item in (4.31), we have that

QII

( 1

|wI |
− 1

|wII |

)
= O(µ2) . (4.47)

Furthermore, by (4.45) and (4.26),

QI −QII

|wI |
= O(µ2) +

O((t− 1
2
)2 µ)

|wI |
. (4.48)
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Now, by (4.26) and (4.27),

(t− 1
2
)2 µ

|wI |
=

=

 O((t− 1
2
)µ) , 0 < |t− 1

2
| < δ1 , |µ| < H |t− 1

2
|1/2 ,

O((t− 1
2
)2) = O((t− 1

2
)µ2) , 0 < |t− 1

2
| < δ1 , |µ| ≥ H |t− 1

2
|1/2 .

(4.49)

Therefore

QI −QII

|wI |
= O(µ2) +O((t− 1

2
)µ) , 0 < |t− 1

2
| < δ1 , |µ| < δ2 . (4.50)

Thus we have from (4.46), (4.47) and (4.50) that

|wI |′−|wII |′ = O(µ2)+O((t− 1
2
)µ) , 0 < |t− 1

2
| < δ1 , |µ| < δ2 . (4.51)

This gives

|wI |′ − |wII |′

|wI |
= O(µ)

O(µ) +O(t− 1
2
)

|wI |
= O(µ) , (4.52)

see (4.29). Then from (4.41), (4.42) and (4.52) we get

|wI |′

|wI |
− |wII |

′

|wII |
= O(µ) , (4.53)

and from (4.40), (4.53) and |zI | = 1 we get, see (4.39),

zI
|wI |′

|wI |
− zII

|wII |′

|wII |
= O(µ) , (4.54)

so that, finally, from (4.33), (4.38) and (4.54), we obtain

|z′I − z′II | = O(µ) , 0 < |t− 1

2
| < δ1 , 0 < |µ| < δ2 , (4.55)

as required.
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4.2 Estimating h(t+ n) and completion of the proof

We consider for n = 0, 1, ... , t ∈ [0, 1), t close to 1
2
,

h(t+ n)− In(rg(t)) =

1∫
0

e2πinν
( (Zg)(t, ν)

|(Zg)(t, ν)|
− 1 + rg(t) e

2πiν

|1 + rg(t) e2πiν |

)
dν =

= (−1)n
1/2∫

−1/2

e2πinµ(z1(t, µ)− z2(t, µ)) dµ . (4.56)

By partial integration and periodicity, we get

h(t+n)− In(rg(t)) =
−(−1)n

2πin

1/2∫
−1/2

e2πinµ ∂

∂µ
(z1(t, µ)− z2(t, µ)) dµ . (4.57)

By Parseval’s theorem, we subsequently estimate

∞∑
n=0

n2 |h(t+ n)− In(rg(t))|2 ≤

≤ 1

4π2

∞∑
n=−∞

∣∣∣∣∣∣∣
1/2∫

−1/2

e2πinµ ∂

∂µ
(z1(t, µ)− z2(t, µ)) dµ

∣∣∣∣∣∣∣
2

=

=
1

4π2

∥∥∥ ∂
∂µ

(z1(t, ·)− z2(t, ·))
∥∥∥2

L2([−1/2,1/2])
. (4.58)

The far right-hand side of (4.58) is bounded in t close to 1
2

by Lemma 4 (ii),
say for t ∈ [1

2
− δ1,

1
2

+ δ1]. By smoothness of Zg/|Zg| in ([0, 1
2
− δ1) ∪ (1

2
+

δ1, 1))× [0, 1) and (2.6) we have that

∞∑
n=0

 1/2−δ1∫
0

+

1∫
1/2+δ1

 (1 + (t+ n)2) |h(t+ n)|2 dt <∞ . (4.59)

Let d > 2. For proving that

∞∫
0

1 + t2

(ln(2 + t))d
|h(t)|2 dt <∞ , (4.60)
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it is therefore sufficient to show that

∞∑
n=0

1/2+δ1∫
1/2−δ1

1 + (t+ n)2

(ln(2 + (t+ n)))d
I2
n(rg(t)) dt <∞ . (4.61)

To show (4.61), we apply (2.3) where we note that rg(t) is close to 1 and
r′g(t) is strictly positive on [1

2
− δ1,

1
2

+ δ1] by (4.10) and smoothness of rg.
Consequently,

1/2+δ1∫
1/2−δ1

I2
n(rg(t)) dt = O

( 1

n3

)
, n = 1, 2, ... , (4.62)

and this implies (4.61). Therefore (4.60) holds, and since h is even, we see
that the first integral in (1.9) is finite.

Comment. Lemma 4 gives more than enough to complete the proof of finite-
ness of the time-domain integral; in fact, boundedness or integrability of the
far right-hand side of (4.58) as a function of t near 1

2
is enough. There is, how-

ever, the following bonus. In [5], it has been observed how similar the graphs
of two windows h = Z−1(Zg/|Zg|) may look, even though the windows g are
quite different, when time scalings are set appropriately. Lemma 3, (4.10)
and Consequence (iii) at the end of Section 3 come very close to explaining
this observation for the type of windows g we have here. Indeed, for these
windows, the corresponding h’s are well located in small intervals around
the half-integers n + 1

2
. By (2.6) we can therefore limit attention mainly

to (Zh)(t, ·) with t near 1
2
. By the above mentioned Consequence (iii), all

(Zh)(1
2
, ·) are the same, viz.

eπiν sgn(1
2
− ν) =

1 + r e2πiν

|1 + r e2πiν |

∣∣∣
r=1

, ν ∈ [0, 1) . (4.63)

By smoothness of Zg, we have that (Zg)(t, ·) is close to this common function
in a ν-set [0, 1

2
−ε)∪(1

2
+ε, 1) when t is near 1

2
. The remaining ν-set [1

2
−ε, 1

2
+ε],

that yields the main contribution to h near the half-integers, can be dealt
with using Lemma 3 and (4.10). According to (4.10), the various h’s can
be sorted according to the value of ∂tZg/∂νZg at (t, ν) = (1

2
, 1

2
). Thus,

h’s for which this value is the same have equal values of r′g(
1
2
), whence the

approximating z2’s agree to a considerable extent for t near 1
2
.

As an example, consider the standard Gaussian g(t) = 21/4 exp(−πt2)
and the two-sided exponential g3,α(t) = α1/2 exp(−α |t|) as in the beginning
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of Section 2 in [5]. Now there holds

r′g(
1
2
) = 2π , r′g3,α

(1
2
) = 2α coth(α/2) . (4.64)

Solving 2π = 2α coth(α/2) yields α = 2.7717, and this is not far from the
value α =

√
2π = 2.5066 that was chosen in [5], Figure 1 (for the latter choice

we have
∫
t2 |g(t)|2 dt =

∫
t2 |g3,α(t)|2 dt).

5 Finiteness of the frequency-domain integral

We shall now show that the second integral in (1.9) is finite. To that end we
note that, with G = Fg, we have

(ZG)(t, ν) = e2πiνt(Zg)(−ν, t) = e−2πi(1−ν)t (Zg)(1−ν, t) , t, ν ∈ R . (5.1)

Hence, smoothness of ZG is implied by smoothness of Zg. Furthermore,

∂ZG

∂t
(1

2
, 1

2
) = −i ∂Zg

∂ν
(1

2
, 1

2
) ,

∂ZG

∂ν
(1

2
, 1

2
) = i

∂Zg

∂t
(1

2
, 1

2
) . (5.2)

Hence, by (1.8) we have that ∂ZG
∂t

and ∂ZG
∂ν

do not vanish at (1
2
, 1

2
). Finally,

from (5.1), holding with H = Fh instead of G = Fg as well, we have that

H = Z−1(ZG/|ZG|) . (5.3)

We conclude that we can apply the result proved in the previous section with
H instead of h, and so the second integral in (1.9) is finite.

6 Proof of the main result for g = g3,α

We have noted in the beginning of Section 2 that the first integral in (1.9)
is finite when h = Z−1(Zg/|Zg|) and g = g3,α, see (1.7). To show finiteness
of the second integral, the argument used in Section 5 cannot be applied
since g3,α has a discontinuous derivative at t = 0, causing ∂Zg/∂t to be
discontinuous at all t = n ∈ Z. We shall argue, therefore, more carefully. In
[5], Sections 5, 6, the Zak transforms of g3,α and h3,α have been calculated.
Writing H3,α = Fh3,α, we thus have

H3,α(ν) =

1∫
0

e−2πiνt(Zh3,α)(t, ν) dt =

1∫
0

e−2πimt e−2πiσt 1 + r(t) e2πiσ

|1 + r(t) e2πiσ|
dt ,

(6.1)
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with r(t) = sinhαt/ sinhα(1− t) and where we have set ν = m+ σ, m ∈ Z,
σ ∈ [0, 1). Denote s(t) = sinhαt, and consider

W (t, σ) = e−2πiσt 1 + r(t) e2πiσ

|1 + r(t) e2πiσ|
=

=
s(1− t) e−2πiσt + s(t) e2πiσ(1−t)

|s(1− t) e−2πiσt + s(t) e2πiσ(1−t)|
, (t, σ) ∈ [0, 1)2 . (6.2)

The function

N(t, σ) = s(1− t) e−2πiσt + s(t) e2πiσ(1−t) , (t, σ) ∈ [0, 1)2 , (6.3)

is smooth, satisfies N(0, σ) = N(1, σ), and ∂N/∂t 6= 0 6= ∂N/∂σ at (1
2
, 1

2
).

Hence, all what has been done in Section 4 applies here, except that we
have to check whether W (·, σ) is smooth enough at t = 0, 1 as a 1-periodic
function of t. Compare (6.1) and (2.6).

Writing W (t, σ) = exp(i ψ(t)) with

ψ(t) = Im [ln(s(1− t) e−2πiσt + s(t) e2πiσ(1−t))] , (6.4)

a smooth function when σ 6= 1
2
, we compute

∂W

∂t
(t, σ) = i Im

[(s(1− t) e−2πiσt + s(t) e2πiσ(1−t))′

s(1− t) e−2πiσt + s(t) e2πiσ(1−t)

]
W (t, σ) , (6.5)

where the ′ now indicates derivative with respect to t. At t = 0+, 1− we
have

s(1− t) e−2πiσt + s(t) e2πiσ(1−t) = s(1) , (6.6)

while

(s(1− t) e−2πiσt + s(t) e2πiσ(1−t))′ =

=

{
−s′(1) + s′(0) cos 2πσ − 2πiσ s(1) + i s′(0) sin 2πσ , t = 0+

+s′(1)− s′(0) cos 2πσ − 2πiσ s(1) + i s′(0) sin 2πσ , t = 1− .

(6.7)

Hence, W (·, σ) is continuously differentiable at t = 0, 1 since (6.5) requires
only imaginary parts of (6.7). By a standard argument using partial integra-
tion, also see Subsection 4.2, it follows that we do not need to bother about
the boundary points t = 0, 1 of the integration interval in (6.1).
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