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ABSTRACT. We study an M/G/1-type queueing model with the following additional feature. The
server works continuously, at fixed speed, even if there are no service requirements. In the latter
case, it is building up inventory, which can be interpreted as negative workload. At random times,
with an intensity w(z) when the inventory is at level z > 0, the present inventory is removed,
instantaneously reducing the inventory to zero. We study the steady-state distribution of the (pos-
itive and negative) workload levels for the cases w(z) is constant and w(z) = az. The key tool
is the Wiener-Hopf factorisation technique. When w(x) is constant, no specific assumptions will
be made on the service requirement distribution. However, in the linear case, we need some alge-
braic hypotheses concerning the Laplace-Stieltjes transform of the service requirement distribution.
Throughout the paper, we also study a closely related model coming from insurance risk theory.

Keywords: M/G/1 queue, Cramér-Lundberg insurance risk model, workload, inventory, ruin prob-
ability, Wiener-Hopf technique.
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1. INTRODUCTION

In this paper, we study two related stochastic models: a queueing/inventory model and an
insurance risk model. The insurance risk model is a relaxation of the classical Cramér-Lundberg

Unlike that model, when the capital of the insurance company becomes negative, the

company continues to operate in the same way. However, during periods of negative surplus, the
company can go bankrupt. It goes bankrupt according to some bankruptcy rate w(x) when the
negative surplus equals x; see Figure 1. This relaxation of the ruin concept was introduced in [3],
and studied in [5] for exponential claim sizes and various bankruptcy rates. One of our goals in
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FIGURE 2. Work and inventory in a queueing/inventory model

the present paper is to extend some of the results in [5] to general claim size distributions. In
particular, we aim to study the bankruptcy probability when starting at x, for both positive and
negative values of .

It is well-known that the Cramér-Lundberg model is dual to the M/G/1 queueing model with
the same arrival rate and with a service time distribution that equals the claim size distribution in
the Cramér-Lundberg model. More precisely, cf. [6], p. 52: The probability of ruin in the Cramér-
Lundberg model with initial capital z equals the probability that the steady-state virtual waiting
time (or workload) in the M/G/1 queue exceeds x. This has led us to think about queueing models
that are relaxations of the M/G/1 queue in a similar way as the Albrecher-Lautscham bankruptcy
model is a relaxation of the Cramér-Lundberg model; see also [2].

In this paper we study the following queueing/inventory model. Customers arrive according to
a Poisson process, and require i.i.d. service times. When there are customers, the server works
at unit speed. So far, this is the M/G/1 setting. However, when there are no customers, the
server still keeps on working at the same speed. In that way, it is building up inventory. During
periods in which there are no customers, inventory is instantaneously removed according to a
Poisson process with rate w(z) when the amount of inventory equals z. That inventory is, e.g.,
sold. The server just keeps on working; and when a customer arrives and its service request can be
satisfied from the inventory, then that is done instantaneously. See Figure 2. In [2] this two sided
queueing/inventory model has been analysed for the case of exponentially distributed service times.
Our queueing/inventory model is related to classical M/G/1 and inventory models. An important
inventory model is the basestock model, in which a server produces products until the inventory
has reached a certain basestock level, with requests for products arriving according to a Poisson
process. A request that cannot immediately be satisfied joins a backorder queue. However, that
model has a finite basestock level, and hence essentially differs from our model. Two papers which
are to some extent related to our paper are [7] and [13]. These consider a production/inventory
model with a so-called sporadic clearing policy. The system is continuously filled at fixed rate, and
satisfies demands at Poisson epochs. Under the sporadic clearing policy, clearing of all inventory
takes place at a random time (which in [13] is independent of the content process). The authors
obtain explicit results for an expected discounted cost functional. [13] allows the demands to have
a general distribution, whereas these are exponentially distributed in [7]. The main contributions
of our paper are (i) an exact analysis of the Albrecher-Lautscham bankruptcy model and the
queueing/inventory model, with generally distributed claim sizes, respectively generally distributed
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service requirements, for the case of w(z) = w; and (ii) a detailed analysis of the queueing/inventory
model for the case of w(z) = az. The latter case turns out to lead to an inhomogeneous first order
differential equation with removable singularities, and its analysis gives rise to intricate calculations
that are given in an appendix. A key tool that we are using in the analysis of the two models
is Wiener-Hopf factorization. The results of the present paper might be used for optimization
purposes; for example, one might try to choose w or a (in the case w(z) = ax) such that a
particular objective function is optimized.

The paper is organized as follows. The queueing/inventory and insurance risk model are both
described in detail in Section 2. Integral equations for the main performance measures (workload
and inventory densities in the queueing/inventory model, bankruptcy probability when starting
at level z in the insurance risk model) are presented in Section 3. In Section 4 these equations
are solved for w(xz) = w and general service requirement distribution, respectively general claim
size distribution. The queueing/inventory model is treated in Section 5 for the case w(z) = ax.
That analysis makes use of Laplace transforms and complex analysis. We assume that the service
requirements having a rational Laplace transform; see also the appendix, that is devoted to a
detailed exposition of technical complications which arise when one tries to determine the Laplace
transform of the density of the inventory level by solving a first order algebraic differential equation
with singularities. Section 6 considers that very same case, under the assumption of exponentially
distributed service requirements, without resorting to Laplace transforms.

2. MODEL DESCRIPTION

2.1. Queueing/inventory model. We study the following model (cf. Figure 2). Customers arrive
according to a Poisson process with rate A\. Their service requirements are independent, identically
distributed random variables Bi, Ba, ... with common distribution B(.) and LST (Laplace-Stieltjes
Transform) §(-). The server works continuously, at a fixed speed which is normalized to 1 - even if
there are no service requirements. In the latter case, the server is building up inventory, which can
be interpreted as negative workload. At random times, with an intensity w(z) when the inventory
is at level x > 0, the present inventory is removed, instantaneously reducing the inventory to zero.
Put differently, inventory is removed according to a Poisson process with a rate that depends on
the amount of inventory present.

Denote the required work per time unit by p := AEB. We assume that p < 1. This ensures that
the steady state workload distribution exists. Let Vi (x), > 0 denote this steady-state workload
distribution, and v, (z) its density.

During the times in which the inventory level is positive, there is an upward drift 1 — p of that
inventory level; but when w(x) > 0 for = sufficiently large, the inventory level will always eventually
return to zero, and the steady-state inventory distribution will exist. Let V_(x), > 0 denote this
steady state distribution, and v_(x) its density.

2.2. Insurance risk model. The problem that we will deal with here was introduced by Albrecher,
Gerber and Shiu [3] and investigated by Albrecher and Lautscham in [5]. We will examine the
bankruptcy probability for a surplus process with jumps. Consider a Cramér-Lundberg setup to
describe the insurer’s surplus C; at time ¢ as

C’t:x+ct—5t,

where Cy = x is the initial surplus, ¢ is the premium rate, and S; is the aggregate claim amount up
to time ¢t modeled as a compound Poisson process with intensity A and positive jump sizes Y7, Yo, ...
with cumulative distribution function Fy (-). In order to compare the results for the bankruptcy

(1)



4 ONNO BOXMA, RIM ESSIFI AND AUGUSTUS J.E.M. JANSSEN

model with those for the queueing/inventory model, we shall take Fy(-) = B(-), so its LST is 5(s).
It is assumed here that the insurer may be allowed to continue the business despite a temporary
negative surplus. Concretely, consider a suitable locally bounded bankruptcy rate function w(—Cy)
depending on the size of the negative surplus Cs < 0. If no bankruptcy event has occurred yet at
time s, then the probability of bankruptcy in the time interval [s, s + dt) is w(—Cs)dt. We assume
that w(-) > 0 and w(z) > w(y) for |x| > |y| to reflect that the likelihood of bankruptcy does not
decrease as the surplus becomes more negative. Let 7 be the resulting time of bankruptcy, and
define the overall probability of bankruptcy as

u(z) = E[l{7<00}|Co = 2] = P[T < 00|Cp = z].
The idea is that whenever the surplus level becomes negative, there may still be a chance to sur-

vive, and survival is less likely the lower such a negative surplus is. For x > 0, set uy(x) := u(z),
U_(z) :=u(—x) and u_(z) :=1 — a_(x).

3. MAIN EQUATIONS

In this section we present integral equations for the main performance measures (workload and
inventory densities in the queueing/inventory model, bankruptcy probability when starting at level
x in the insurance risk model).

3.1. Queueing model.

The level crossing technique [8] yields the following integral equations for the workload and in-
ventory densities, by equating the rates at which level x is downcrossed and upcrossed in steady
state:

x +oo
vy(x) = )\/0 P(B > x —y)vy(y)dy + )\/0 P(B >z +y)v_(y)dy, = >0,

+o0 Foo
v_(z) = )\/ P(B >y —x)v_(y)dy +/ w(y)v—(y)dy, = > 0.

We introduce the Laplace transforms ¢4 (s) := f0+°° e vy (x)dr and ¢_(s) := 0+°° e *y_(z)dx

for Re s > 0. Multiplying both sides of (3) with e™** for Re s > 0 and both sides of (4) with e**
for Re s < 0, integrating and adding both equations gives, after some calculations:
1- B(S) e sy
1= AP0 + oo ()] =1s [ (€~ Dulylo-()dy, for Bes=0.

3.2. Insurance model.
According to [5], one can write

0 - cu;@c)—Au+<w>+A(/Oxw(x—y)dB(y”/x

+00
u(y - x)dB<y>) a0,

+oo
0 = —cil (2) — (A w(—2))ii_ (2) + w(—2) + )\/ i (z+y)dBly), z>0.
0
Adding and subtracting 1, Equation (7) is equivalent to
“+o0o
0=—cu_(z)+ Mu_(z) + w(—2)u_(z) — )\/ u_(x+y)dB(y), z>0.
0

One can dominate the function uy by the classic ruin function and under assumptions on the
existence of the second moment of B(-), the classic ruin function is integrable. Hence, the function
u4 is integrable. Similarly, one can argue that the function u_ is integrable. For Re s > 0,

(2)

(3)
(4)

(5)

(6)
(7)

(8)
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+00 g2

introduce the Laplace transforms W, (s) := [)" " e *uy (z)dz, ¥_(s) := 0+°° e % y_(x)dr and
_ J e vdB(y).

Multlply both sides of (6) with e™** for Re s > 0 and both sides of (8) with e** for Re s < 0;

integrate and add both equations for Re s = 0. After some calculations and using the fact that the

continuity of the function u in zero implies u4(0) = 1 — u_(0), we obtain:

(NB(s) + e5 = M) W (5) + (1= B(s)) —

+o0
= (AB(s)+es—A)V_(—s) — / w(—z)u_(z)e**dr, Re s = 0.
0
In the next section, we restrict ourselves to the case where the function w(-) is constant.

4. ANALYSIS FOR w(-) CONSTANT

4.1. Queueing model.
Assume in this section that the function w(-) introduced in Subsection 2.1 is constant, i.e., there
exist w > 0 such that for all z > 0, one has w(x) = w. Equation (5) becomes

[s = A1 = B(5)] d+(s) = [w — (s = A(L = B(5)))] $—(—5) —wd_(0), for Res=0.
We are going to determine both unknown functions ¢ (s) and ¢_(—s) for Re s > 0 by formulating
and solving a Wiener-Hopf problem (cf. [9]). A key step in this procedure is to rewrite Equation
(10) such that the lefthand side is analytic on Re s > 0 and the righthand side is analytic on
Re s < 0. Liouville’s theorem can subsequently be used to identify the lefthand and righthand side.
Set fux:s—=>AB(s)+s—A—w,s >0and fo:s— A3(s)+s— A, s >0. According to [10] p
548, the constant w being positive, the function f, y has only one zero s = §(w, \) and this zero is
simple satisfying Re d(w, \) > 0. In fact, as w is real in our case, a plot of w 4+ A\(1 — 3(s)) versus s

immediately shows that this zero §(w, A) is real. Also, the function fy \ has s = 0 as its only zero

and this zero is simple. In particular the functions g, : s+ SJE;’(*USS;) and gog ) : 5+ fo%(s) are

analytic on Re s > 0, continuous on Re s > 0 and take non-zero values on Re s > 0.
One can rewrite Equation (10) for Re s = 0 as:

(5 = 0(w, ) [s = M1 — B(s)] ¢+(s) | wd-(0) (s — d{w, A))
—AM1-58(s)) —w s—A1—B(s)) —w
We now use the Wiener-Hopf factorization technique. The lefthand side of (11) is analytic on
Re s > 0 and continuous on Re s > 0; the righthand side is analytic on Re s < 0 and continuous
on Re s < 0. In addition, both sides coincide on Re s = 0. Then by Liouville’s theorem (cf. [15],
p.85), there exist n > 0 and a polynomial R, (s) of degree n such that:
— (s =6(w,N\)p_(—s) = Ru(s) for Res <0,
(5 = 0w, ) [s = M1 = B(s)] ¢+(s) | wd-(0) (s —d(w, A)  _ Ry (s) for Re s > 0.
A=) —w s—A(1—B(s) - w
Using Equation (12) and the fact that SEEHOO ¢_(—s) =0, one has deg(R,(s)) = 0; say R,(s) = A

where A € C. One gets

= — (s~ 3(w, \)) o—(~9).

A
p_(—s) = S s for Re s <0,

in particular

(9)

(10)

(11)

(12)

(13)

(14)

(15)
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On the other hand, Equation (13) yields
¢ (S) — A(S_/\(l_ﬁ(s)) _w) o w¢—<0)
i (s =A1=5(5) (s = 0w, A))  s=A(1=B(s))

After some calculations and using the notations introduced above and Equation (15), one gets

A(gun(s) = 525)
390,)\(3) '

b+ (s) =

We now calculate the unknown constant A, and through Relations (15) and (17) we determine the

_ _fw,/\(o) _ w

functions ¢4 and ¢_. Note that g, (0) = SN = S therefore one can write for Re s > 0:

A gua(s) = gwn(0)

S) = )
¢+( ) gO,)\(s) s
the function s — M clearly being analytic for Re s > 0 and continuous for Re s > 0.
One has ) )
R T T A gw,)\(s - gw,)\(o

¢+(0) - ll_% ¢+(S) - il_I)I(l) 907,\(8) S :

But
-1
90 (0) = lim foals) =lim1 —|—)\M =1—-XE(B)=1-p.
s—0 S 5—0 S
w — guA(0 — (1= p)d(w, A

One also has ll_r% 9 () . 92(0) = g (0) = d (52((;?))\)@ ) Then,

e (1= o)
o) = A R
Using the relation ¢_(0) + ¢+(0) = 1, and Equations (15) and (21), one gets
1 +u)—(l—p)é(w,/\)
6(w7)‘) (]‘ —p)(SZ(w’)\)

Al

1=1,

which implies
L 1=p)Pw )
w

Finally we obtain the following expressions for ¢_(s) for Re s < 0 and for ¢, (s) for Re s > 0:

_ 200
oy — O pf(’k%ﬂwi)_glms<0>
ﬂ—pﬁ@A)FMmM—wh—A&mMﬂ—ﬁwﬁ
o (s = (1= B())(s — 8(w, A))

One imediately sees that the density v_(z) is exponential:

v_(x) = Me—&w,x)x

w
One can rewrite the expression for ¢, (s) in the following form:

(1—B(s)) ] 5w, \) () =55 = 0w, \)
s—A1—75(s)) w s—d(w, \) '

o4(s) = :|,RGSZO.

for x > 0.

P4(s) = | (1= p)A

(16)

(17)

(18)

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)
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Remark. The previous formula expresses the function ¢ (s) as a product of the Laplace transform

of the density of the M/G/1 workload, viz., %&B(ﬁ;ﬁ)) and a second factor. That fact has led us
to the observation that the queue behaves like an M/G/1 queue with different first service time in
a busy period (cf. Welch [16] or pages 392-394 and 401 of Wolff [17]). Let us explain this in some
detail.

When restricting ourselves to the time intervals with a positive workload in the queue, vy (x)
behaves like the workload density in an M/G/1 queue with Poisson(\) arrival process and with
i.i.d. service times Bj, B, ... with distribution B(-) and LST f(-), but with the first service time
B of each busy period having a different distribution B (+) with LST B (). Indeed, B is distributed
like the overshoot above 0 of a service time B, when starting from some negative value —V_ = —x
which, by PASTA, has steady-state density v_(z). In fact, it is easy to determine 3(-), since v_(z)
is exponentially distributed with parameter d(w, \), as seen in (25). For simplicity of notation, we
write § := 0(w, ). Then

B(s) = / e d,P(B - V_ < z|B - V_ > 0)
0+
e d,P(B - V_ < 1)

0+
P(B—-V_>0)

_ f;:OJr e fyoio de~Vd,P(B < x +y)dy
= 1—-36

8 Bo) — B(s)

s —=086 1-pB()

and
1-f(s) = — e

s—0 s—061—p500)
From [16] or p. 401 of [17] it is seen that the LST of the steady-state workload (and waiting time)
distribution in this queueing model with exceptional first service is given by
B(s) = Bs)(1 = 5/)
—A1=8(s)
with 7 the probability of an empty system, and hence
Ele™*W] —m _ moA 1—B(s)

Ele "] = moA

Ele=W|W > 0 = ZI° = .
S ] 1— o 1— 15— AN1—B(s))
A balance argument, or the observation that the expressions in (30) should equal 1 for s = 0, and

that the Laplace- StleltJeS transforms of the residual ordinary service time ! Eﬁ é) and of the residual

B()

special service time equal 1 for s = 0, readily yields that

L—p
T =—"—"—=.
1—-p+ AEB
It readily follows from (28) that here
A EB 1
EB= ——— — .
1—-p505) o

Now compare (30) and (24). We claim they agree up to a multiplicative constant, which is
Jo~ v4(x)dz. Indeed, one can rewrite the term between square brackets in (24) as (replace § — w

(27)

(28)

(29)

(30)

(31)

(32)
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by A(1 — 3(9)), using the fact that 1 — 5(0) = (S_Tw which follows from the definition of § as the
zero of s — A\(1 — B(s)) = w),
1 s 5 1-p0(s)
1-p5(8 - .
(1= ))[s—/\(l—ﬁ(s))(s—é 1-p6(0) s—2¢ )
Now use relation (28) to see that the factor between square brackets in (33) equals the factor

1-8(s .
sf,\(k(ﬁ)(s)*) in (30).

Remark. It may at first sight seem surprising that v_(z) is an exponential density. The fact that
v_(z) is exponential may be explained as follows. Consider the inventory process, so look at Figure
2 upside down (“process 17). Next, consider this figure (now reproduced as the top figure in Figure
3) by looking from right to left (“process 2”). Subsequently, replace the line segments that go up at
an angle of 45 degrees by upwards jumps equal to the increase along the line segment; and replace
the jumps downward by line segments that go down at an angle of 45 degrees, by an amount equal
to the jump (“process 3”; see the bottom figure in Figure 3). One now has the representation of the
workload process in a busy period of a G/M /1 queue. Indeed, the jumps upward (service times) are
exp(A) distributed, and the intervals between jumps have distribution B(-). Notice in particular
that the waiting times in the G/M/1 queue are identical to the heights after jumps in process 2.
By PASTA, these heights have the same distribution as the steady-state workload distribution in
process 2, and hence also in process 1. Finally use the fact that the waiting time in the G/M/1
queue is exponentially distributed.

Example 4.1. Exponential service requirements in the queueing/inventory model
We will keep the same notations as previously. In this case, one has P(B > x) = e " with u > 0

and for Re s > 0, B(s) = Mis ;E(B) = i, p= % The functions f, x and fo x in this case are given
by
S+ (p—A—w)s—wp s(s+p—A)
s) = , and §) = —-"—"7,
fur(s) 2= foale) =

The function f, x has two zeros:

V(= A —w)? +dwp — (= A —w)

(5((.0, )\) = 9 > 07
_ N — )2 Ao — (14— )\ —
and (w.)) = V(p cw-zum (1 @) .
The functions g, and go x are then given by
s —n(w, A) S+ p—A
ils) = T g a(s) = T
uns) = TR and goa(s) = T

A is given by Equation (22). The function v_(x) for x > 0 is given by (25), so:

vo(@) = A a2 (u - A )y A @) g

2w
¢w-x—wﬁ+%w—w—A—w%I

>< p—
exp [ 5

Using Relations (18) and (35), and after some calculations, one gets for Re s > 0:

(b= N =n(w,N)e*w,A) 1

¢+(S): MQW S+,LL*)\

(33)

(34)

(35)

(36)

(37)
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inventory

F1GUrE 3. The workload and inventory process

G/M/1
work

X2
X1

FIGURE 4. G/M/1 busy period (“process 3”)

Consequently, one can deduce for x > 0:
(M — A) (:u — 77(007 )\))52(00, )‘) 6—(,u—)\)m

(12w '
The following figures represent respectively the steady state inventory density v— and the steady
state workload density vy, in the exponential service requirements case for the particular values
w=2, A=1and w=2.

vy(z) =

4.2. Insurance model.
We now turn to the insurance risk model with bankruptcy. Equation (9) becomes, for Re s = 0:

(s — M1 — B() W s) + 2T 2 31— () —w) 0 ().

s
1—
In particular, when s = 0 in (39), one has A hl% 1=5) ¢ = —wW¥_(0), which implies
s— S
—ME(Y
U_(0) = 07()
w

We follow the same procedure as in the queueing/inventory model: We reformulate Equation (39)
into a Wiener-Hopf problem. Set f,x.: s+ ¢s — A1 —f(s)) —w, Re s > 0 and for. :
s — cs — A1 — B(s)), Re s > 0. According to [10] p. 548, the constant w being positive, the
function f, . has one zero s = §(w, A, ¢) and this zero is simple satisfying Re d(w, A, c) > 0. Also,

(38)

(39)

(40)
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X

2.0
FIGURE 5. Steady state inventory density (u =2, A =1 and w = 2).

V4 (X)
3.0

25/
20/
15

1.0+

0.5}

0.5 1.0 1.5 2.0

FIGURE 6. Steady state workload density (u =2, A =1 and w = 2).

the function fg . has s = 0 as its only zero and this zero is simple. In particular the functions

Jure: S % and gore: s> fo’%(s) are analytic for Re s > 0, continuous for Re s > 0

and take non-zero values on Re s > 0. Dividing by ¢s — A(1 — 8(s)) — w and multiplying by
s —0(w, A, ¢) in (39), one gets for Re s = 0:

cs—A(1—-p(s A1-pB(s))—cs s—d(w,\,c
CS—)\(I(—% (5= 0w, A, ) Wy (s) + 205D Cs_)\(l(_ﬂ(s)g_w (41)
=VU_(-s)(s—d(w,\0)).
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Clearly, the lefthand side of (41) is analytic for Re s > 0 and continuous for Re s > 0; on the other
hand, the righthand side is analytic for Re s < 0 and continuous for Re s < 0. In addition, both
sides coincide for Re s = 0. By Liouville’s theorem, there exist n > 0 and a polynomial R,, of
degree n such that

A (s = 0w, A, 0)) Wi (s)

AM1—-B(s))—cs  s—6(w,\c
+ (1 ﬁg )) Cs_)\(l(—ﬂ(s);—w — Rn(s) fOI- Re s 2 0’

U_(—=s)(s—d(w, A, c)) = Rp(s) for Re s <0.
Since lim W_(—s) = 0 and using Equation (43), we can deduce that n must be 0; say R, (s) =

§——00
Z, Z € C. Consequently, one has
es—AM1=p5(s) —w 1
s —00(w, A, ¢) cs — N1 —=5(s))
Z
U (—=s) = —————, f <0.
(—s) TS WAL or Re s <0

In particular, Equation (45) implies

1
U,(s) = Z +;, for Re s > 0,

T_(0) = M‘fc)

Let us now identify the constant Z.
_ AEY)
Set p ===~

¢

. Plugging s = 0 in Equation (39) and combining it with Relation (46), one gets
cd(w, A, ¢)
SR (1)
w

thanks to Equation (45), the latter relation completely determines the function ¥_(—s) for Re s <
0. In this case, one can immediately deduce u_(x), which is the survival probability when starting
at a negative surplus —z, and so also the ruin probability @_(x) =1 — u_(x). One has for x > 0,

C(S(U.), )‘7 C)(l — p)

w

7 —

675(0.;,)\,0):):.

i_(z)=1—-u_(z)=1

Finally, since the constant Z is known, we can identify the function ¥ (s) for Re s > 0. Rewriting
Equation (44), one has

7 me _)\1—5(5)
1 G\ (5) = +CforR6520.

U, (s) =
+( ) gO,/\,c(S) §
Set hyae: 8 Zgwae(s)— )\175(3)7 for Re s > 0, s0 hy 5 c(0) = ﬁ — ME(Y). Equation (47)

implies that hy, 5 (0) = —c. Then one has

L hone(s) = hore(0)

7

Ule) = gorc(s) s

hwxe(8)=hw ,c(0)
S

the function s +—
hw7,\70(0) = —C.
The Laplace transform of the survival probability when starting at a positive surplus z, given by
the function 1 — uy (x), equals:

1 1 cs—A1—=p5(s) —w

g_\II+(S):ch—)\(1—B(S)) o(w, A\, c) —s

being analytic for Re s > 0, continuous for Re s > 0 with

(42)

(43)

(44)

(45)

(46)

(47)

(48)

(49)

(50)

(51)
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Example 4.2. Exponential claim sizes in the insurance model
We will keep the same notations as previously. Fiz v > 0. In the exponential claim sizes case, we
assume claim size density ve= Y, and hence

B(s) = SL for Re s > 0.

In particular p = 2. In this case, one obtains
cs cv—w—A)S—wr
fw)\c: +( ) fOT’ReSZO.
7 s+v

This function has two zeros:

—/(ev —w— N2 +dwrve — (v —w — A)

n(w, A c) = 5 <0,
—w—A)2+4 — —w—A
and 6(w, A, ¢) = Vi —w-X) +2(CJJVC (v =w=2) > 0.
Therefore,
fore(s) s —n(w,A,c)
w,\,c = — = R, > 0.
o, s —0(w, A, ¢) T stv for Re s
Applying Equation (47), one gets
A, C
Z=—(v——)—dw,\c).
(= )-S5, 2,0
Using the relation between the zeros §(w, A, c¢) and n(w, A, ¢),
0w, N\, e)n(w, A, c) = —g,
c
one obtains
_A
- n(w, A, c)’
Applying Equation (48), one gets for x > 0,
_ A A
u_(x) = — V( ; 3 e 0WAAT g u_(xr)=1- ZEM; )e —dwAc)z,
These results agree with results of Albrecher and Lautscham in [5], Section 2.1.1. To explicitly

determine the function ¥ as given in (50), and so u, one has to make the function hy, » . explicit
in this case. After some calculations, one gets for Re s > 0,

_ (we=XNs —ven(w, A ¢)
hw)\,c(s) - "7(0‘)’ A, C)(S + V) '

One now can use Equation (50) and deduce for Re s > 0

A
v—= 1
\\ =11- ¢ .
+(S) < _77(00»)\?0)) 5+V—%

Notice here that the condition p < 1 is equivalent to v — % > 0. Finally, one obtains for x > 0:

v—2 —(v=2)z
u+(x):<1_—77(w,)\,c)>e ( c),

Note that using equations (56) and (59), one can check immediately that u4(0) +u_(0) = 1. Fur-
thermore, note that (56) and (59) coincide with Formula (18) in [5].

(52)

(53)

(54)

(55)

(56)

(57)

(58)

(59)
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The following figures represent respectively the bankruptcy probability starting from a negative sur-
plus against the initial surplus —Cy and the bankruptcy probability starting from a positive sur-
plus against the initial surplus Cy, in the exponential claim sizes case for the particular values
v=2 A=1, w=2andc=1.

1.0

0.9

0.8

0.7

0.6

0.5

0.4

| | | | _CO
0.5 1.0 1.5 2.0

Ficure 7. Bankruptcy probability starting from a negative surplus against the
initial surplus Cp (v =2, A=1, w=2and c=1).

Uy
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o.3of
0.25f
o.20f
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Fi1GURE 8. Bankruptcy probability starting from a positive surplus against the ini-
tial surplus Cp (v =2, A=1, w=2and c=1).
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Remark 4.3. The queueing/inventory and insurance risk models that we treat in this paper are
clearly closely related, although they are not dual in the sense discussed in, e.g., Section III.2
of [6]. The results that we obtain for the densities and their Laplace transforms are indeed very
similar; cf. Equations (24) and (49), and (25) and (48). It would be interesting to construct a
queueing/inventory model that is completely dual to the insurance risk model.

Remark 4.4. Albrecher and Ivanovs [4] have recently studied exit problems for Lévy processes
where the first passage time over a threshold is detected either immediately (‘ruin’) or at Poisson
observation epochs (‘bankruptcy’). They relate the two exit problems via a nice identity. In the
case of the Cramér-Lundberg insurance risk model, their identity reads as follows:

3(z) = Els(z + U)),

where s(x) is the survival probability in the case of the Cramér-Lundberg model with initial capital x
and §(x) is the survival probability in the corresponding model with Poisson(w) observations (notice
that uy (z) = 1-5(x)); finally, U is an exp(®) distributed random variable, where ® is the inverse of
the Laplace exponent of the spectrally negative Lévy process corresponding to the Cramér-Lundberg
model. In other words, ® is the zero of cs — A1 — (s)) = w. We conclude that ® = 6(w, A, ¢).
It follows from (60) that
oo
3(z) = §(w, A, ¢)eT0@AN g (0 4 1)dt.

t=0
When s(-) is explicitly known, then one can determine §(x) explicitly using (61). In particular, in
the case of exp(v) claim sizes, one has (cf. [6])

s(z)=1- ie*(”*é)a’, x>0,
ve
and hence
d(w, A\ ¢) ie—(v—%)m
d(w, A\, ¢) +ve—Ave
Using the definition of 6(w, A, ¢), it is readily verified that this formula is indeed in agreement with
the expression for uy(x) =1— §(x) in (59).

$(x)=1- , x> 0.

5. ANALYSIS FOR w(-) LINEAR

In this section we focus on the queueing/inventory model. We assume in this section that the
function w introduced in Section 2.1 is linear, i.e., there exists a constant a > 0 such that for all
x > 0, one has

w(x) = ax.

Equation (5) becomes

+oo
B-—A(l—%ﬂSD]¢+(@==-B-—A(1—/%SD]¢(-8)-({[1 y(1 —e)v_(y)dy, for Res=0.
Set EI = f0+°° yu_(y)dy. After integrating by parts, one gets

5= ML= B(3))] 6+ (5) = —[s = (L= B(s))] 6 (=) +a-[6_(~s)] ~aBL, for Res=0.

(60)

(61)

(62)

(63)

(64)

(65)

(66)
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We will discuss here the case where the function 3 is rational: suppose that there exist m € N
and polynomials N and D in C[z] such that degD = m, degN < m — 1, (N\/ D) = 1, i.e they

do not have a common factor and 3(s) = ][\)[E g for Re s = 0. In this configuration, necessarily, the

polynomial D has no zeros for Re s > 0 and m zeros for Re s < 0 (counted with multlphmtles)
m—1

Denote them by —ui, —p2,- -, —pm with Re pj > 0. Set N(s Z nis® and D(s des
k=0

for s € C, where ng, -+ ,nm—1 and do, - - - , d,, are complex numbers. Notice that 3(0) = 1 1mphes

that ng = dop. Multiplying Equation (66) by D(s), one obtains for Re s = 0:

[@—Aﬂﬂ$+AN@H¢N$=—ﬁ@—Aﬂ%$+AN®ﬂ¢J—$+GDQE%MJ—@P—ﬂHD@)

Using the same techniques as previously, one can deduce that there exists a polynomial R,, such
that

[(s = A)D(s) + AN(s)] ¢+(s) = Rp(s) for Res >0,
—[(s = A)D(s) + AN(s)] p_(—s) + aD(s)C%[qﬁ,(—s)] —aEID(s) = Rp(s) for Res<0.

Since Erf ¢+(s) = 0 and using Equation (68), one can deduce that degR,, < m. Equation (68)

implies that R,,(0) = 0. Hence set R,, Zrks for s € C, where r1,--+ , 7, € C.

k=1
It follows from (68) that

_ Ry (s)
O+(5) = T ND(s) T AN(S)"
Using Equation (70), one can also express ¢+(0) in r1. Indeed

Re s > 0.

b Ry (s) _ ry
OO0 = I = D(s) + AN() — o + (i — )’
Since ¢4(0) + ¢—_(0) = 1, one can also deduce
6-(0)=1-

do + \(ny — dl)'

Notice that by plugging —pu; for j € {1,2,--- ,m} in Equation (69), one gets the m relations
—AN(=p;)o— (1) = Rm(—p5), 1<j<m.

For s € C, introduce the following notations: N(s) := N(—s), D(s) := D(—s) and R,,(s) :=

R, (—s). Now, putting z = —s in Equation (69), the function ¢_ is a solution of the following first

order differential equation:

aD(z)iW_(z)] + [ (2 4+ A)D(2) + AN(2))] ¢—(2) + aEID(z) + Rin(z) =0 for Rez > 0.

dz
One can write the previous equation in the following form:
d AN(2)p—(2) + Rin(2) 2+ A
—p_(2)] = — > + (2)—EI =0 for Rez>0.
e o 2202 2>
Equation (73) implies that the function z — AN(Z)¢‘D((ZZ))+R’”(Z) is analytic on Re z > 0 and continuous

on Re z > 0. Equation (74) is a first order algebraic differential equation on the complex half plane
{Re z > 0}. It has m singularities 1, pa, ..., tm; Relation (75) shows that these singularities are
removable.

(67)

(68)
(69)

(70)

(71)

(72)

(73)

(74)

(75)
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In principle one can solve this first order algebraic differential equation. However, the singularities
give rise to several technical difficulties. Below we consider the case m = 1, i.e., exp(u) distributed
service requirements, yielding one singularity z = p. In Subsection 5.1 we sketch its analysis. We
formally solve the differential equation (75) only for Re z > p, where p is the singularity. We
also determine the two missing constants EI and ri. In addition, we formally invert the Laplace
transform ¢_(z) to find v_(z), but this inversion is not considered in detail.

In the appendix we treat the solution of differential equation (75) in much more detail. We
consider both the case 0 < z < p (Subsection 7.1) and the case z > p (Subsection 7.2), and we
determine the two missing constants EI and r;. It turns out that the value of o := % plays a key
role in the analysis. One has to distinguish the case of non-integer o (consider K — 1 < 0 < K,
for each K = 1,2,...) and the case of integer 0 = K. In the latter case, we also invert ¢_(z),
finding an explicit expression for v_(z) in terms of Hermite polynomials. We have included the
appendix because it exposes both a series of technical difficulties — even for the case of just a single
singularity p — in handling differential equation (75) as well as a mathematical approach to handle
such difficulties.

In Section 6 we briefly outline a completely different approach to the problem of finding v_(x)
and v (z) for the case w(x) = az and exp(u) service requirements. In that section we do not use
Laplace transforms, but differentiate (4) twice to get a second order non-linear differential equation
in v_(x), and we differentiate (3) once to get a simple first order differential equation in v (z).
The latter equation is easily solved; the solution of the former differential equation is expressed in
hypergeometric functions. For o = “7:\ integer, this hypergeometric function reduces to the Hermite
polynomial found in Subsection 7.8.

Finally, we should add that we do not see how the approach in Section 6 can be extended
to the case of an FErlang, hyperexponential or, more generally, phase-type service requirement
distribution, as such distributions will give rise to a higher-order non-linear differential equation
for v_(z). On the other hand, the approach of the appendix towards the differential equation (75)
seems promising for such service requirement distributions, even though they give rise to multiple
singularities 1, ..., tm.

5.1. The Exponential service requirements case. In this case, one has P(B > x) = e #*

with ¢ > 0 and for Re s > 0, 8(s) = Mis (N(s) = pand D(s) = p+s). Then m = 1 and since

R1(0) = 0, we obtain that Rj(s) = r1s where 1 € C. Equation (74) becomes

a(p — z)%w_(z)] +z2(z4+A—p)p_(2)+aEl(p—2)—r1z=0 for Rez>0.

Equation (76) is a first order algebraic differential equation on the complex half plane {Re z > 0}. It
has one singularity which is u. That makes the study of this differential equation more complicated;
therefore, in this paper, we dedicate an appendix to a further study concerning this differential
equation. Remembering that ¢_(u) = 5 and writing Equation (76) in the following form:

d po—(2) =5 24 A
%[fﬁ—('z)] = a A+

1
¢—(Z) —EI - ;7

2= a
one deduces that this singularity is regular. Solving Equation (76) on {Re z > u}, using the fact
that lirf ¢—(z) =0, one gets

Z—r1+00

Ap

+o0 o

— z(z42X) t a —zt(zt+2X)

o_(2) = 2(Z ’Sﬁkiz/‘ [EI+ ne ]( a ) e ar,
Iz 1 a(zt —p) ] \2t —p

(76)

(77)

(78)
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(notice here that for every a € R, we consider the principal value of the function z — z¢). For
“+o00 B
— z(z+2X) —zt(zt+2X)
M)O‘e 2a / K e 22 dt. The function
1 2t —

F,, s is analytic on {Re z > p} and one can check by the I'Hopital rule that the function F, 5 can

Re z > p, we introduce F, g(2) := z(z

be analytically continued in p for o > 8 — 1. Now fixing o = %‘, Equation (78) can be written as
follows:

o_(2) = (EI + %)Fa,a(z) + %Fa,aﬂ(z) for Re z > p.

We will denote by £7! the inverse Laplace transform, and apply what is commonly known as Mellin
inverse formula or the Bromwich integral: let v be any real number such that v > u, then one has

1 y+ioco 1 +o0 )
v_(z) = / d_(2)e*"dz = — d_ (7 + iw)eT T2y for z > 0.
gl

2im —100 2m —o0

Since the constant v here is chosen to be larger than u, one can use the expression of ¢_ given in
1 Y+ico
Equation (79). Set fo5(z) = / F, 3(z)e**dz. One gets
v

20T — 00

v_(z) = (EI + %) Ffaalz) + % foasi(@), > 0.

Integrating the previous equation, one obtains ¢_(0) = (EI + ") Aq,a + L Aa,ar1 Where Ay g 1=
+oo

fa,p(x)dx. According to Relation (72), one has ¢_(0) =1 — ", and hence

]. + Aa7a + Aa,(}é+1

1_
<,u—)\ a

)7‘1 = Aa,aEI-

+oo
Set By g := / x fo,8(x)dzr; multiplying Equation (81) by x, integrating it and remembering the
0

+oo
fact that EI = / 2v_(x)dx, one obtains
0

Ba,a + Ba,aJrl
—
Thanks to Relations (82) and (83), one can deduce the constants 1 and EI; using Equation (81),
one can then completely determine the function v_.

Finally, using Equation (70), we obtain

(1— Byo)EI = .

vy(z) =re”NT g5

It is not surprising that the density of the workload, when positive, is exponentially distributed
with the same rate ;1 — A as in the corresponding M /M /1 queue (arrival rate A, service requirements
exp(p)) without inventory. Indeed, every time the workload becomes positive, this occurs because
of a customer arrival, and the memoryless property implies that the residual part of the service
requirement which makes that workload positive is exp(u) distributed.

6. DIRECT APPROACH

In this section, we use the analysis developed in [2] to state some explicit results when w(z) = ax
in the exponential service requirements case. In [2], the authors study directly the functions vy
and v_ without considering their Laplace transforms. Indeed, differentiating Equations (3) and
(4), one can show that the functions v_ and vy satisfy some well known differential equations.

(79)

(80)

(81)

(82)

(83)

(84)
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+00
Set C = / x)dz. Differentiating Equation (3), one has

vy(z) = Cre”H=NT g >0,
This is in agreement with (84), which we obtained following a Laplace transform approach. On the
other hand, differentiating Equation (4), one gets the following equation for v_:

+oo
v () + (N +ax)v_(x) — )\,ue“x/ e *u_(z)dr = 0.

Now, differentiating the expression in Equation (86), the function v_ satisfies the following second
order differential equation

v (z) + (A= p+ ax)v’ (2) + a(l — px)v_(x) = 0.
afL‘Z
Introduce the function 8(z) = v_(z)e 2 t**. The function v_ is a solution of Equation (87) if and
only if the function 6 is a solution of the following second order differential equation:
0" (z) — (A + p+ ax)d' (z) + \ub(z) =
One can check that 6 is a solution of Equation (88) if and only if §(z) = J (&, b, 5z + )%“)2> ,
where a = —3—5 and b = % and J (CNL,INJ -) is a solution of the degenerate hypergeometric equation:
y'(2) + (b= 2)y'(2) — ay(z) = 0.

According to [11] (page 322) and [12] (page 143), Equation (89) has two standard solutions de-
(a,b,
a,

2]
noted by z = M(a,b,z) and z — U z), the so called Kummer functions. Provided that
b¢ {—1,-2,---}, the function z — M( ) is given by

O“Z

zs for all z € C;

OM+

8

where (c)s = ¢(c+1) -+ (c+s—1). The function U(a, b, z) is uniquely determined by the property
7 |
2/

U(a,b,z) ~ 2~% when z goes to +0o. In our case (b= 1), one has
- r) A 1 1 A 103
Ula,b,z) = ——2—M(—-, = M(—=)zz2M(—=—+ =, =
@) = M3 5 )4 T MG 00

The following analysis is developed in detail in [2], using knowledge of the degenerate hypergeo-
metric equation (see for example [11] page 322). It appears that one needs to distinguish between
two cases:

Case 1: a = §é Z,ie ;“ ¢ N. Denote by v : )‘”. In this case, according to [2], one has

_ag2 1 a A+ p

2z v la AT N2 >

v_(z) = Ke 2 U( 2,2,2(x+ " ) V>0,

where K € R. Relations (85) and (91) imply that to determine completely the functions vy and

v_, it is enough to determine the constants C' and K. According to [2], these constants are given
by the following system of equations:

¢ = Ko 51/2 5, Lo ).
"

Ol + K [ e 57 72U(=4,1/2,a/2(

AT gy = 1.

(85)

(86)

(87)

(88)

(89)

(90)

(91)

(92)
(93)
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In particular, if v is odd, i.e. v =2n + 1, where n € N, from [2], one has

1
V>0,
)

where, for m € Z, Hy,(-) is the Hermite polynomial of order m (see [1], Page 775) given by the
formula H,,(z) = (—l)me%z2(%)m[e 219”2].
Case 2: ’2\—5 =mn €N, i.e. v =2n. In this case, according to [2], one has, for all z > 0,

v_(x) = 275 Ke 50 A, (

x>0,

)

where K* € R. Furthermore, similarly to case 1, one can find two linear equations involving the
unknowns C' and K* and then determine them. One can see that Equations (94) and (95) have
the same shape. Notice that Equation (95) coincides with Equation (163), the latter one being
obtained in the appendix by a different method.

7. APPENDIX: ANALYSIS OF FIRST ORDER DIFFERENTIAL EQUATION

We consider the differential equation (76)

a(p — z)%w_(z)] +z2z(z+ A= p)o_(2) +aEI(p—2) —rz=0 for Rez>0,

where a, \, 4 are known positive constants with u > A, and EI and r are unknown. It was argued
in Section 2. 1 that ¢_ is the Laplace transform of a non-negative, integrable function v_(z), z > 0,
with fo (z)dr < 1. Hence, ¢_(z) is continuous, positive for z > 0 and analytic in the half
plane for Re z > 0. Furthermore, ¢_(z) — 0 as z — oco. The objective is to compute EI and 7
and to determine ¢_(z), from this information and from the fact that

1
=X

~El=¢_(0)=1—

The first equality in (97) follows directly from (96) by setting z = 0, and the second one follows
from Equation (72) (see Section 5).

The standard calculus solution,

of the problem

with

is awkward to use since Equation (96) gives rise to functions P and @ that are non-integrable
around z = u. Below, we will use a dedicated form of the standard solution, separately on the
ranges 0 < z < p and z > L.

(94)

(95)

(96)

(97)

(98)

(99)

(100)
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7.1. Considerations for 0 < z < u. We let

o0
w=p—2z€0,u; x(w)=¢_(n—w)=>_ cuF,
k=0
where the series converges for |w| < p. It follows easily from the fact that ¢_ is the Laplace
transform of an integrable non-negative function that all ¢, > 0. With notation (101), Equation
(96) becomes

awx(w) = (1 — w)(A - w)x(w) = a + P,
where the auxiliary quantities o and 8 are defined by
a=—ripu, f=all+r.

From Equation (102), there follows the recursion

k=0: —pAcy = @,
k=1: (a—pN)er + (u+ Nep = B,
k=23,---: (ka — puN)cg + (n+ AN)eg—1 — cp—o = 0.
We set
+oo K—-1
Uw) =Y e’ =x(w) = > cpuw®,
k=K k=0
where K = 1,2, is such that
K-1<o:= 'u—/\ <K,
a

ie, K = [uM\/a] = [o]. From Equation (102), we have that

o+ fw =~ (pA— (- A)w) X(0) — (1 = DAy (0w

Therefore, Equation (102) can be rewritten as

f@w@wﬁ—M@—XHWMQWA&WO—Mm—xﬂM@+W+MwQﬁw—x®»—w%@0:&

Writing the functions x(w), x(w) — x(0) and x(w) — x(0) — x’(0)w that occur in Equation (110)
in terms of U(w) and Z crw", a careful administration with the recursion in Relations (104-106)

k
gives

A - K
%( U'(w) — oU(w)) + (1 + Nw — w?)U(w) + g - pregw’® — e _jwEt = 0.

Observing that wU’'(w) — oU(w) = wH(w™°U(w))’ and dividing Equation (111) by (u\/o)w L,
we get
(U(U}> )/+ U(M+)‘_w) U(w) K—o—-1 + iCK_l’lUK_U.
w? BA w’ UA
The right hand side of Equation (112) is integrable at w = 0 because of the choice of K in Equation
(108). Hence, the formula (98) can be used with y(w) = w™?U(w) and a = 0, where we note that
U(w)‘ {0 , K-1<o<K,
w=0 =

wO’

= —(0 — K)cgxw

ck , o=K.
This yields for K — 1 <o < K:

—U(w) = e~ M) Q1 (v)e1 )y,

(101)

(102)
(103)

(104)
(105)
(106)

(107)

(108)

(109)

(110)

(111)

(112)

(113)

(114)
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and for o = K: . )
RU(’LU) = CKeiAl (w) —+ eiAl(w) /0 Ql(v)eAl('u)dv
where ( \ | 1
Yo u+A—v o 9
Aj(w)= | ——F—dv=— MNw — —
1(w) /0 5y v M)\((u—i— Jw 5 ),
and i
Qﬂv>=-%a—=KﬁmwK*“*—F;xq04vK*2

with a constant Q1 (v) = 06571 when 0 = K. Also, observe from Equation (108) that -

Equations (116-117).

7.2. Considerations for z > y. We now let
w=z—p>0; Aw)=¢_(p+w)= dew

where dj, = (—1)¥cy, and we set

+o0o K-1
w) = Z drw® = Aw) — dpw*.
k=K k=0
With a similar analysis as in Subsection 7.1, we get for K — 1 <o < K:
—A w A
w7T 2( )/ Q2 (v 2(
and for 0 = K: "
R T) = dice 204 =20 [ Qu)et= i,
where ( ) )
Yop+A+wv o w
A =— ——dv = —— A — .
e (A
and o
Qa(v) = —(0 — K)dgo® o7+ Zdg_ 10577,

BA

with a constant Q2(v) = Udlf\*l when o = K.

7.3. Boundary condition at z = 0. We have from

K-1
¢—(n—w) = x(w) =U(w) + > e,
k=0

and Equations (114-115) that
K-1

¢ (p—w) = cpw’ +cgwe M 4 w”e_Al(w)/ Q1(v)e™ v,
0

k=0

where the term comprising cx is to be included only in the case that 0 = K. The left-hand side of

Equation (125) equals M’} 5 at w = p by Equation (97), and so we get

k=0

K-1 i
= Z Ckﬂk + CK,U,KeiAl('u) + Iu,Ue*Al(N) / QI(U)GAI(U)d'U,
0
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(115)

(116)

(117)

(118)

(119)

(120)

(121)

(122)

(123)

(124)

(125)

(126)
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with the term comprising cx to be included only when o = K.

7.4. Boundary condition at z = +00. We have from Equation (119) and the fact that ¢_(z) — 0

as z — 400 that T(w) = O(w® 1) as w — +oo. Therefore, for K — 1 < o < K, we have that

—+oco
/ Qg(v)eAQ(”)dv =0,
0

since the left-hand side of Equation (120) goes to 0 as w — +oo. Using Equation (123) and

dg = (_1)K0K7 dx—1 = (—1)K_10K,1, this gives

HA

I o
cK,1:7(K—0) Kool

IK*O’

CK,
where
—+o00
I o= / vloet2 Wy L =K K —1.
0

Similarly, when ¢ = K (noting the simplification of Q2 in Equation (123))

pA 1
Ch—1 = ——CK-
k=1 ="K

7.5. Rewriting all unknowns in terms of cx. We have from Equations (103) and (104-105)

a7 06 Bl

1
a
and so
1 1 . A 0 Co
EI| = |& 1-2] |a]”
m a a
Furthermore, from the first item in Equations (103) and (104),
r1 alp A
1- =1 =1- .
w— A + W= A w— A0

We next use the recursion in Equation (106) in backward order to write all ¢, k= K, K —1,---

in terms of cx, where for the case that k = K — 1, we have by equations (128), (130),

A T o
FAMg — o) E=e=l K 1<o<K,
a Ik o
ck-1=DBg_1cxk; Bg-1= A1
—_—— =K.
o Iy’ o

We find
Ch—o=DBp_ock, k=K, K—-1,---,2,
where the Bj are given recursively according to
B9 = (ka — ,U)\)Bk + (M—I— )‘)Bk—l, k=K K-1,---,2,

with Bg = 1 and B _; given in Equation (134).
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7.6. Solving for cx and finding r; and EI.
We have from Equations (116-117)

i o
/ Q1(v)eWdv = —(0 — K)Tg—o—10K + Iuijfachla
0
where the term with cx vanishes when ¢ = K, and
“w
J—6 = / UL_UeAl(U)dU, L=KK-1.
0

The right-hand side of Equation (126) can then be written as
K-1

g
Z et + ,U'UeiAl(u)mjK—acK—l + e M Weg R,
k=0

where
— (60— K)Jg—6-1, K—-1<o0<K,
Ry =
1, o=K.

For the left-hand side of Equation (126) we use Relation (133) and we bring the term 0 ;\fo)\)

23

to the

right-hand side. Then using ¢ = Bpckx and treating the term with k = 0 separately, we find for

Relation (126)

K-1

B o

1= (uﬁ)\Bo + Z BypF + e Al('u)[mijchKfl + RK]) CK-
k=1

In Equation (141), all quantities in the parentheses are known, and so we have found cg. Then,

with Equations (134) and (135) all ¢, £ = 0,1,--- , K — 1, can be found, and, finally, Equation

(132) yields r; and EI.

7.7. Special attention for the case 0 < o < 1.

When 0 < 0 < 1, we can find ¢; and ¢y from Equations (141) and (134). We note here that
A I,

= 1-0)2=2, Ri=(1-0)T.

o l1—0

By

With “7)‘ = a, see Equation (108), we then get

s
O T e MO (Fi ol + 10T )
co = Bocr = -3 — ol o .

a5 do +pe N J1—l 6 + [1—0T-o)

Finally, r1 = Aco, and EI is obtained from Relation (132) as
I pwl_o+11 o
E(I) = ECO +(1—-0) = %Iio n ,u"eiAl(“) A Ilfgjfg).

From 0 < A < p and

r1 r1 1A

T S VPP VL

we see that Equation (144) yields that both quantities in Relation (146) are between 0 and 1 (see

Equation (97)).
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(139)

(140)

(141)

(142)

(143)

(144)

(145)
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In the case that 0 = 1, we have that By = %, Ry =1, and we get consequently

Iy
1 = )
5t pe= 4 (Jo + Io)

B a ™
Co = Dol1 = = 3>
2o+ pe M (Jo+Io) A

Leo 1
E(l)=—= .
@D a i+ e M+ Io)

7.8. Laplace transform representation of ¢_ when o = K.
In the case that 0 = K = 1,2, ---, we have from Subsection 7.2 that

K-1 K w K-1
o_(p+w)=T(w)+ dw® = wFe 42 | dp + —dp_y 2 gy | + dpw”.
UA
k=0 0 k=0

From Equation (130) and dx = (—1)%cg, dx_1 = (=1)% e _q, we find

K +oo
dx = —dKl/ e2(0) gy,
pA 0

and this yields

K +o0 K-1
o—(p+w) = —HdK_lee_AZ(w) / 2 dy + Z dywk.
w k=0

By analyticity of ¢_(z) in z > 0 and the right-hand side in w € C, we have that Equation (152)
holds for all w > —p. We manipulate now the right-hand side of Equation (152) to find ¢_(z) as the
Laplace transform of a non-negative function f(¢) — which of course is v_(t). With z =pu+w >0

and v = u + w, we have from Equation (122)

K 1 1 —
—A Ay(v) = — A —w? — Mo —=v?| = — [2 2\ 2.
2(w) + Az (v) ) [(,u—i— )w+2w (L+ v 20} 2M)\[ 2u + u+u]
Therefore,
eAz(w)/w eA2(v)d’U :/0 exp(_%[2zu+2/\u+u2])du _ % i et exp(—)\t— 5?

where for the second step the substitution v = ’%t has been made. Setting

A
Ui (t) = exp(—~At — L242),

2K
we thus have for z=pu+w >0
too K—1
¢ (2) = —dg-1(z — M)K/O e W (t)dt + Z dp(z — p)*.
k=0

From basic properties of the Laplace transform, we have

7j—1

}:ylhﬁ?my+/ e Wl (¢)dt,

. +w
2 / e W (t)dt =

(147)

(148)

(149)

(150)

(151)

(152)

(153)

(154)

(155)

(156)

(157)
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K

for j =0,1,--- . Hence, by Newton’s binomium for (z — p)"*, we get
e N~ (K K—j g0
o-0) =i [ > (M) cmuar+ pe)
0 .
j=0

where P(z) is a polynomial. Since ¢_(z) and the integral at the right-hand side of Equation (158)
go to 0 as z — +o0o, we have P(z) = 0. It is a consequence of the formula

K .
3 (K ) (WD) = (L[ et +)mo

i=o
and the generating function
=2 z" 1,2
> ) = e
n=0

of the Hermite polynomials H,(z) = (—1)”6%“ (%)"[6_71“2] that

K ' ) 1 1
;0 (f) (< IwP0) = (1% (A2 () i ((ji\)z(u )+ (’?)gt) .

Then using that dr_1 = (—1)X~lcx_ 1, we finally obtain

+o0o
o-)= [ s
0
where \ ; :
1) = a5 F i (Gt 0+ ().
This displays ¢ in the form of a Laplace transform, and we have found v_ which equals f. One

can notice that Equation (163) agrees with the result obtained previously in Equation (95).

From

A
cK4>O,#+122;HK@%>Qx>2¢E,

(nA)2
we see that f(t) in Equation (163) is positive for ¢ > 0. Here we have used [14], Theorem 6.32 on
pp 131 — 132 that implies that the largest zero of H,(z) is less than /2n + 1.
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